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1 Introduction 

Relevance of the research topic 

Nowadays, system-on-chip design is one of the most rapidly developing areas in 

microelectronics. More and more demands are made on systems-on-chip in terms of performance, 

resource costs, power consumption, etc. This leads not only to intensive (by increasing the clock 

frequency of individual cores) but also to extensive development of systems-on-chip (when cores 

become tens, hundreds and even thousands) [1, 2], which requires new approaches for more 

efficient organization of the communication environment between individual cores. Here the 

experience of designing traditional computer networks comes to the rescue; on its basis, the concept 

(paradigm) of networks-on-chip is formulated: the network consists of separate complex-functional 

blocks (CF-blocks) possessing universal interfaces and supporting a single communication 

protocol; at the same time, they are united by a homogeneous communication environment 

(communication subsystem) [3]. This allows ensuring reproducibility and scalability of networks-

on-chip, predictable throughput and resource and time costs for network design.  

The theory and practice of network-on-chip design is continuously evolving and has become 

very extensive over the past few decades, including a large number of different areas. Particular 

attention is paid to the design of the network-on-chip communication subsystem, as it is a key 

component of the network. The design process of the network-on-chip communication subsystem 

generally consists of defining six basic characteristics of the network [4], such as topology 

(organization of communication between network elements), routing (determination of data paths in 

the network), switching (method of data transmission in the network), data flow control (allocation 

of data channels in the network), buffering (method of intermediate storage of packets), and 

arbitration (scheduling the use of channels and buffers). 

These six main characteristics (among other less important ones) create a large architectural 

space that defines a huge number of options for network-on-chip organization. This dissertation 

(within the topological approach) focuses on the first most important characteristic, the topology, as 

well as on the associated routing, while considering the network communication subsystem 

optimization problem as a search for optimal network-on-chip topologies.  

Network topologies can be classified as physical and logical. Physical topologies are defined 

by the way the cores are connected in a real chip, and logical topologies are defined by the graph of 

connections between network nodes [5]. In this case, in logical topologies, simplifications 

according to which the connections have a unit length and the same throughput, and the nodes of 

the graph are homogeneous are often taken. Logical topologies of networks- on-chip are 

characterized by a great variety of graph structures and can be used for testing and search of the best 
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variants of connections. At the same time, the topology realization during synthesis at the physical 

level is determined by the algorithms of the synthesizing ECAD of integrated circuits. This allows 

the designer to abstract from the physical implementation and perform the design and modeling first 

at a high level and then (if the network meets the design requirements) descend to a lower 

HDL- model level. The approach in which the design of networks-on-chip is based on a logical 

topology can be called topological [6].   

Networks-on-chip came to replace shared buses [7], when integrated circuit design 

technologies reached such a level that it became possible to accommodate tens and hundreds of 

processor nodes on a single chip. At that time, buses, as a communication medium, became too 

slow and insufficient for transferring huge data streams between individual nodes - primarily due to 

the fact that when a classical bus is transmitted [8], it can only handle one transmission at a time. 

This disadvantage is partially mitigated by segmenting buses and using separate additional paths 

(DMA, streaming interfaces, etc.) [9] serving heavy traffic flows. But this is still insufficient for 

multiprocessor systems with tens and hundreds of nodes. The concept of networks-on-chip 

proposed in the early 2000s [2] continues to be relevant now [10]. Its basic idea is to organize 

transmission on a chip similar to classical communication networks: to divide the communication 

subsystem into separate short segments over which data is transmitted simultaneously and in 

parallel (Figure 1). The data transmission is controlled by routers, and communication paths run 

between the macro-blocks of the network-on-chip [11]. 

 

Figure 1 – Classic concept of network-on-chip with mesh topology versus bus topology [12] 
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In the network-on-chip, it is impossible to directly transfer the multi-layer OSI model [13] 

from classical communication networks: in general, there is no need to provide data recovery 

coding, data encryption, the ability to connect new subscribers to the network; and the length of 

connections is very short, and routers should be very simple. It is possible to establish a 

correspondence between the OSI layers and the communication subsystem of a network-on-

chip [14, 15], but it will not be completely accurate (Figure 2). Communication networks in 

supercomputers [16, 17] are organized closest to networks-on-chip, but there are peculiarities that 

do not allow to directly transfer solutions from there to the area of networks-on-chip. This 

necessitates the development of our own approaches and methods for designing networks on-chip. 

 

Figure 2 – Correspondence of data transmission in the network-on-chip to the layers of the OSI 

network model 

The idea of organizing the communication subsystem in a network-on-chip in the form of a 

mesh-like structure turned out to be very convenient, and for a long time, it is the main one in 

designing networks-on-chip. For example, this is how the communication subsystem is organized in 

Intel Xeon E5 class processors (it even got the name Intel Mesh Interconnect) [18, 19] or in 

ET-SoC-1 chip [20] from Esperanto Technologies consisting of 1089+4 64bit – RISC-V processor 

cores. In addition, due to the imperfection of ECAD tools for integrated circuits synthesis, it is 

convenient to use simplification during design by representing individual CF-blocks of the network 

as rectangles compactly arranged on the chip area (Figure 1).  
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But over time, it became clear that the 2D mesh topology (hereinafter, the most common 

term without 2D is used, implying it unless something else is indicated: for example, 3D) does not 

have the best topological characteristics [2*] (first of all, the diameter and average distance between 

the nodes matter; but the width of the bisection, vertex degree, number of connections, etc. are also 

important). For this reason, in particular, Intel applies ring topology (for example, in Intel Core i9-

9900KS) [21], torus topology (for example, in Ice Lake-SP) [22], and many other topologies in its 

chips.  

In addition, if one looks at the final chip under a microscope, the original cellular structure 

will hardly be seen. In addition, the simplification that the main connection routes between routers 

pass between macro-blocks is not true, because the chip is initially multi-layered, and the 

connections are made on several layers of metallization.  

If we take into consideration networks-on-chip on FPGA chips, which reached such sizes 

that they can accommodate a network with tens and hundreds of nodes [23], we should admit it is 

even more difficult to maintain the original abstraction with the representation of individual macro-

blocks in the form of rectangles (Figure 1) in them – due to the uneven distribution of individual 

resources on the area of the FPGA chip.  

The development of chip design technologies has led to the emergence of 2.5D [24] and 

3D [25] networks-on-chip. New technologies have been developed to realize the data transmission 

path (wireless channel [26], optical channel [27], etc.) at different levels of the chip, which does not 

allow using mesh as the basic topology of networks-on-chip.  

Thus, researchers studying networks-on-chip have gradually come to the general conclusion 

that sticking to the original idea of representing networks-on-chip as shown in Figure 1 does not 

make sense; with keeping the concept of short connections between routers, the way routers are 

connected can be viewed separately as a graph called network topology (not to be confused with 

chip topology). Simplifications such as an unweighted graph and equal size of the graph vertices 

can be used. In high-level on-chip network design and modeling, it is not necessary to take into 

account technology features and sizes of individual catches, as they will be taken into account in the 

next stage of HDL- network modeling and synthesis, which are performed at the ECAD level. The 

graph does not have to be mesh [28]. Moreover, mesh topology is not optimal [2*]; and although it 

is called regular (because the placement of nodes relative to each other and the connections between 

them can be described by regular rules), it is not homogeneous.  

There are other graph structures better suited to be used as a network topology. Many 

scientists and engineers have proposed (besides mesh) a large number of different variants of 

topologies [29] (e.g., Spidergon [30, 31], Chordal ring [32], BFT [33], WK-recursive [34], 
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hierarchical [35, 36], etc.). Circulants occupy a worthy place among them due to the best 

parameters of the diameter and average distance, as well as the property of symmetry with respect 

to their vertices. But it is not enough to propose a topology. It is required to develop the methods for 

synthesizing optimal topologies for specific design requirements, as well as to create efficient, 

resource-efficient, and error-resistant routing algorithms for these topologies, which determines the 

relevance of this dissertation research; the articles presented in it are primarily devoted to solving 

these pressing problems.  

It should also be noted that the topological approach is widespread and applied in various 

fields with communication networks [37], since topological properties of networks can be 

conveniently studied using graph theory (e.g., as in the works [16, 17] on supercomputers). The 

network transmission delay is determined by the diameter and average distance between nodes in 

the graph, while the error resilience of the network depends largely on the connectivity of the graph 

and its bisection width [38]; while the complexity of routing algorithms depends on how symmetric 

the graph is. This dissertation is based on the topological approach according to which the network-

on-chip and routing algorithms in it are considered at a high level of the graph of its topology, 

abstracting for simplicity from the physical implementation of the network-on-chip.  

Degree of development of the topic 

Since mesh topology was the basis of the initial idea of on-chip networks, all new solutions 

for on-chip networks are naturally adapted to it, and other topologies are also compared to it. It is 

the basis of most high-level [39] and low-level [1*] [40] models of networks-on-chip, dozens of 

routing algorithms [41], and projection of the problem graph onto the network-on-chip topology 

[42, 43] are implemented under it. The next most developed topology is torus [44], because it is 

very similar to mesh and is actually a development of its concept; many solutions for mesh with 

minor modifications are suitable for torus. But, as a rule, when these topologies are used, they are 

secondary and taken for granted. In such cases, the design is based on some other aspect of the 

network-on-chip design (e.g., implementation of an efficient router [45], a method of traffic 

distribution in the network [46], etc.) through which the improvement of its performance is 

achieved.  

Since the early days of the concept of networks-on-chip, there have been a number of 

attempts to utilize the topological approach by applying new topologies. In particular, a number of 

studies propose to use the experience of telecommunication networks, relying on such switching 

topologies as Benesch, Klose [47], Dragonfly [48], etc., but their advantage manifests itself 

primarily in the realization of circuit-level switching, which in networks-on-chip is almost 

completely supplanted by packet-level switching. The idea of using tree-like topologies 
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(BFT [33, 49], etc.) is also common, but they do not provide the shortest paths in the network and 

are difficult to implement, because they require different routers. A separate group of scientists has 

been developing solutions based on close to fractals WK-recursive topology [34, 50] for a long 

time. A popular idea of hierarchical topologies [35, 51–53] is to combine several topologies 

together. But all these studies lack systematicity and do not offer a coherent set of solutions at the 

level of router implementation, communication protocol, routing algorithm, network error control 

method, etc. to represent a worthy alternative to mesh / torus.  

At the same time, the search for new optimal topologies for on-chip networking applications 

remains a priority and is embodied in a number of dissertations [54] and published works [55–58].  

The application of the topological approach can be best illustrated by the example of works 

devoted to spidergon topology (STNoC). This topology was first presented by a team of scientists 

from Advanced System Technology Grenoble Laboratory (part of STMicroelectronix) as an 

evolutionary development of STBus technology and an alternative to mesh topology at the 

International Symposium on System-on-Chip in 2004 [59]. In the following 10 years, the 

technology was actively developed. The results of this evolution are reflected in the chapter [31] 

(included in the book “Designing 2D and 3D Network-on-Chip Architectures” [60]), where the 

necessity of using new topological solutions in the design of networks-on-chip and the requirements 

to them are justified, architectural solutions at all OSI layers (router, network interface, connection) 

are described, decisions on the choice of switching strategy at the packet level, data flow control 

and other basic functionality of the network are justified, methods of increasing the size of the 

network (including at the expense of Cartesian product of the base) are developed. All these are 

supported by integration with appropriate modeling tools at various levels of abstraction and special 

design tools. 

Thus, the authors of the idea of using spidergon topology to design networks on-chip created 

everything necessary to make it possible to use it. The great achievement (and at the same time the 

problem) of this approach was that despite the existence of some open-source software solutions, in 

the final form, the whole technology was implemented as parts of proprietary software by 

STMicroelectronix. Since the mid-2000s, the number of published works by the group of scientists 

who dealt with spidergon dramatically decreased. This was probably due to the end of the grant 

support for the core team (judging by the topics of their publication activity in the future) and the 

inability to fully continue the development of these developments by outside researchers due to the 

closed nature of the key solutions. Spidergon is occasionally referenced to [30, 61] (it is already an 

example of a standard topology for networks-on-chip), but the very idea of using such a regular and 

symmetric ring topology has not been developed for a long time. STMicroelectronix products 
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themselves do not mention STNoC technology (as a framework for developing networks-on-chip). 

Apparently, this solution turned out to be too new for the state of the industry in the 2000s; it turned 

out to be unclaimed (at that time, for the real production of networks on a chip with a maximum of 

tens of nodes, mesh was quite enough) and was gradually removed from the company’s product 

line. 

As noted by the authors of the idea of using spidergon in networks-on-chip [31], the 

problem with the topology is that it is a subset of the circulant topology [62], but it is not optimal 

(i.e., it does not provide the minimum diameter and average distance between nodes); its scalability 

is a multiple of two, and the recommended ring size does not exceed 16 nodes. For a larger number 

of nodes, the idea of small worlds is supposed to be used, dividing nodes into several rings 

connected through special boundary nodes (this approach is called octagon in [30]), which 

potentially leads to many new problems related to congestion of such nodes [11*], complex routing, 

etc.  

Thus, due to the closeness of a number of solutions, the presence of a whole set of 

drawbacks in the spidergon topology (which come from the very nature of the underlying graph), 

the termination of the development of the idea by the group of scientists who proposed it, as well as 

the difficulties of its development by other researchers, this topology did not become a replacement 

for mesh. At the same time, the very concept of using completely regular and symmetric graphs 

(such as circulants) showed its viability and high prospect.  

On the other hand, circulant graphs themselves have been known for a long time [63]; their 

properties, graph families, synthesis methods, and methods of practical application are still being 

developed. A number of works have repeatedly proposed the use of circular graphs as a topological 

basis for general-purpose networks [37, 64–66], wireless networks [67], supercomputer 

networks [16, 17, 68, 69], cyber-physical systems [70], datacenters [71], etc. The commutative 

properties of circulants have also been studied, and a number of algorithms for accelerated path 

finding in such graphs have been proposed [3*]. But all these studies are not unified into a single 

theory and cannot be directly transferred to the design of networks-on-chip.  

Therefore, there is an urgent need for research and development of new circulant topologies 

that would not have the disadvantages of spidergon, but would have the same set of solutions 

(methods of topology synthesis for any number of nodes, standardized router, routing algorithms, 

methods of traffic management and combating deadlocks and network errors, as well as support at 

all stages of modeling and prototyping) that would allow their application in networks-on-chip. 

To summarize, let us formulate the main problems which exist in the field of designing 

network-on-chip communication subsystems and which this dissertation is aimed to solve:  
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1. Progress in the development of integrated circuit design technologies leads to ever 

increasing requirements for network-on-chip communication subsystems. 

2. At the level of hardware realization of networks on-chip with the number of nodes 

exceeding several tens, mesh topology is not optimal and does not meet new technological 

requirements. 

3. Modern means of the integrated circuit design cycle no longer require manual planning of 

the placement of blocks on the chip, and topologies should be considered primarily as 

graphs; improving their topological properties leads to improved characteristics of networks-

on-chip.  

4. The torus topology, as a development of mesh, no longer provides a spatial arrangement of 

links in the plane and yet retains a number of the drawbacks of mesh. 

5. Most of the developed routing algorithms, traffic management algorithms, network-on-chip 

models, etc. are focused on mesh and torus topologies; other topologies do not have all the 

necessary tools to be directly used for designing networks-on-chip.  

6. Due to the peculiarities of networks-on-chip (data transmission in communication channels 

is almost instantaneous, no interference, no need to encrypt data, simplified routers, no need 

to implement the full OSI model, no need to dynamically change the network structure), no 

solutions from other kinds of communication networks can be directly used in them. 

7. The lack of unified approaches and design routes, as well as unified ECAD systems for the 

development of networks-on-chip, dictates (within the framework of the strategy of import 

substitution and the development of the Russian electronics industry) the need to develop 

open ECAD systems for the design of networks-on-chip. 

The application of a topological approach to the design of networks-on-chip in which 

circulant graphs are used as the topology of the communication subsystem solves these problems 

and is a new scientific and practical field in networks-on-chip.   

Aims and objectives of the study 

The aim of this dissertation is to increase the throughput and reduce the hardware costs of 

networks-on-chip by developing a new direction for designing networks-on-chip based on a 

topological approach using circulant topologies. 
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To achieve this goal, it was necessary to solve the following problems: 

1. Development of methods and tools for synthesizing optimal circulant topologies according 

to the criteria of reducing the average distance between the nodes and diameter. 

2. Comparative analysis of new topologies with classical regular topologies in the context of 

their application to the problems of network-on-chip design.  

3. Analysis of optimal circulant topologies to identify families of circulant topologies and 

dependencies of graph characteristics on their parameters.  

4. Developing tools for high-level and low-level modeling and prototyping of network-on-chip 

based on circulant topologies.  

5. Developing routing algorithms for different families of circulant topologies and comparing 

them with other algorithms and topologies in terms of average distance, throughput, chip 

resource consumption, etc. 

6. Development of methods for traffic management and control of deadlocks and failures in 

networks-on-chip with circulant topologies. 

Research Methods 

The development of a new approach to the design of networks-on-chip based on the 

application of topological approach using circular graphs is based on the application of fundamental 

concepts of general graph theory, communication networks, networks-on-chip, modeling and 

information analysis. 

Theoretical and practical significance 

Theoretical significance of the dissertation consists in the fact that for the first time, the 

application of topological approach based on the use of optimal circulant topologies to the design of 

networks-on-chip is systematically considered. The use of interdisciplinary approach allowed to 

transfer the achievements in related scientific fields from graph theory, communication networks, 

modeling and information analysis to the design of networks-on-chip.  

For the first time, the concept of topological approach is introduced in relation to the design 

of networks-on-chip, and its validity for achieving better performance of networks-on-chip is 

substantiated on the example of standard and new topologies.   

The methodology of synthesis of optimal circulant topologies for specific parameters of the 

designed network-on-chip was developed, which allowed to create the most complete dataset of 
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optimal circulant graphs for a wide range of orders and dimensions, to describe their characteristics 

and dependencies, as well as to compare them with other topologies used in networks-on-chip.  

New routing algorithms in networks-on-chip based on circulant topologies which rely on 

different heuristic approaches, mathematical methods, topological methods, relative addressing 

methods, etc. are proposed.  

Methods for controlling data transmission in networks-on-chip providing deadlock and error 

control in networks-on-chip with circulant topologies were developed.  

All new results obtained by the author of the dissertation and stated in the presented articles 

and patents are of high importance for the development of the theory of network- on-chip design, 

practical application of circulant topologies, and development of systems for automated design and 

modeling of networks-on-chip.  

2 Scientific results and published works 

The new results are as follows: 

1. The new direction in network-on-chip design based on the use of circulant topologies, 

increasing the throughput and reducing hardware costs [1*, 2*, 3*, 4*, 5*, 6*, 7*, 8*, 9*, 

10*, 11*, 12*]. 

2. The algorithm for calculating the shortest paths in a circulant graph and methods for 

accelerating the procedure for enumerating graph signatures to speed up calculations up to 

35,000 times and reduce the dependence of memory consumption on the number of nodes 

from quadratic to linear compared to classical search methods, due to which it became 

possible to synthesize a set of optimal circulant graphs with order up to 1000 and dimension 

up to 10 [8*]. 

3. For problems of application in networks-on-chip, it makes sense to search for optimal 

circulant graphs among a subset of ring circulants, which makes it possible to reduce the 

number of degrees of freedom of the search procedure by 1 [2*]. 

4. The dataset of optimal circulant graphs, which allows (using mathematical methods and 

machine learning methods) obtaining estimates of the characteristics of circulant graphs for 

the parameters given [8*]. 

5. New and adapted existing models of networks-on-chip of different levels of abstraction, 

which made it possible to conduct a comparative analysis of the results of modeling 

circulant and other topologies of networks-on-chip, as well as implement various routing 

algorithms and combat deadlocks and errors in networks, thereby confirming the advantages 

of the new solutions proposed [1*, 2*, 3*, 4*, 5*, 6*, 7*, 9*, 11*, 12*].  
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6. Deterministic quasi-optimal and optimal one-step and multi-step routing algorithms for 

various families of circulant graphs, which made it possible to perform traffic routing in 

networks-on-chip based on circulant topologies [2*, 3*, 4*, 5*].  

7. The adaptive routing algorithm for various families of circulant graphs, which made it 

possible to perform traffic routing in networks-on-chip based on circulant topologies under 

error conditions [6*, 7*].  

8. The routing algorithm based on self-organization and relative addressing, which made it 

possible to route traffic in networks-on-chip in conditions of failure of individual nodes or 

network connections [12*]. 

9. The method for managing deadlock-free data transmission in networks-on-chip based on 

circulant topologies through the use of an additional acyclic subnet which allows bypassing 

blocked areas in the main communication network [9*]. 

10. The method for managing deadlock-free data transmission in networks-on-chip based on 

circulant topologies through the use of virtual channels and decomposition of the topology 

graph into subnets, making mutual blocking of packets impossible [9*, 10*]. 

Credibility, novelty and personal contribution of the author 

All the results presented are new. For the first time, a new direction in designing networks-

on-chip through the use of circulant graphs as their topological basis was proposed and justified. 

For a new class of networks-on-chip based on circulant topologies, new methods for synthesizing 

circulant graphs with given characteristics, new models of networks-on-chip of different levels of 

abstraction, new routing algorithms of different levels of resource consumption, adaptability and 

error tolerance, as well as new methods for traffic flow control were created to combat deadlocks. It 

was shown that such networks have better throughput and lower hardware costs compared to 

networks based on classical regular topologies. The results presented have a formal mathematical 

proof or are confirmed by the results of high-level modeling, HDL modeling and prototyping. 

Scientific novelty of the results obtained: 

1. The new direction in the networks-on-chip design is proposed; it differs from the known 

ones in that the design is based on a topological approach which underpins the use of 

circulant graphs as the topology of a network-on-chip, thereby increasing throughput and 

reducing hardware costs on organizing the network-on-chip communication subsystem. 

2. The new algorithm for calculating shortest paths and methods for accelerating the procedure 

for enumerating graph signatures were developed; they (in contrast to other ones) take into 

account the properties of circulant graphs, which made it possible to speed up calculations 
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and reduce memory consumption, thereby synthesizing a set of optimal circulant graphs 

with order up to 1000 and dimension to 10. 

3. New models of networks-on-chip of different levels of abstraction were developed and 

adapted; they (in contrast to other ones) support circulant topologies and are combined into a 

single integrated ECAD system, which made it possible to conduct a comparative analysis 

of the results of modeling circulant and other topologies of networks-on-chip, as well as 

implement various routing algorithms and deal with deadlocks and errors in networks, 

thereby confirming the advantages of the proposed new direction in network-on-chip design. 

4. New routing algorithms were developed; they (in contrast to the existing ones) take into 

account the properties of circulant graphs, as well as the features of their implementation at 

the hardware level, which made it possible to provide traffic routing in various 

configurations and for various requirements for the operation of networks-on-chip with 

circulant topologies. 

5. New methods for managing data transmission in networks-on-chip were developed; they (in 

contrast to the existing ones) take into account the properties of circulant graphs and provide 

deadlock-free routing through the use of the additional acyclic subnet or use of virtual 

channels and decomposition of the topology graph on the subnet. 

The practical significance of the results obtained is that: 

1. The proposed new direction in network-on-chip design based on the use of circulant 

topologies opens developers a wider choice of technical solutions and approaches for the 

design taking into account all the requirements and restrictions imposed by the specific task 

of network-on-chip design and operating conditions.  

2. Software tools for the synthesis of optimal circulant graphs with given parameters were 

developed. 

3. The dataset of optimal circulant graphs was created; using mathematical methods and 

machine learning methods, it allows obtaining estimates of the characteristics of circulant 

graphs for given parameters, as well as searching and studying new families of circulant 

graphs. 

4. The developed new and adapted existing models of networks-on-chip of different levels of 

abstraction, as well as prototyping tools based on them, represent a single integrated ECAD 

system that implements the high-level design stage and is combined with the stages of 

logical and physical synthesis, forming a single end-to-end route for network-on-chip 

design. 
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5. The developed new routing algorithms and methods for controlling data transfer in 

networks-on-chip make it possible to ensure routing of traffic in various configurations and 

for various operating conditions of networks-on-chip with circulant topologies, including 

uneven load distribution, presence of deadlocks, failure of network nodes, etc.  

 

Materials of the dissertation were published in 50 printed works, 16 of them – in peer-

reviewed journals (7 – Q1 Scopus, 9 – Q2 Scopus, 5 – Q1 WoS, 10 – Q2 WoS), 12 articles in 

VAK/RSCI journals (C, D list), 24 – in conference proceedings. 7 certificates for computer 

programs were obtained. 

The dissertation is protected by 10 Q1–Q2 Scopus/WoS articles, 1 VAK/RSCI article and 1 

article in the proceedings of a leading international conference (Scopus).   

Approbation of the obtained results 

The main results of the dissertation research were personally presented by the author of the 

dissertation at the following international and specialized conferences:  

1. Report “SystemC NoC Simulation as the Alternative to the HDL and High-level Modeling”, 

18th FRUCT & ISPIT Conference, April 2016, St. Petersburg, Russia. 

2. Paper “Application of exhaustive search, branch and bound, parallel computing and Monte-

Carlo methods for the synthesis of quasi-optimal network-on-chip topologies”, 2017 IEEE 

East-West Design & Test Symposium (EWDTS), October 2017, Novi Sad, Serbia. 

3. Report “Development of routing algorithm in networks on-chip with multiplicative circulant 

topology”, Problems of development of advanced micro- and nanoelectronic systems (MES-

2018), October 2018, Zelenograd, Russia. 

4. Paper “Routing in Networks-on-Chip with Circulant Topology with Three Generatrices of 

Type C(N;S1,S2,S3)”, IEEE 2019 International Russian Automation Conference 

(RusAutoCon), September 2019, Sochi, Russia. 

5. Paper “Fault-Tolerant Routing in Networks-on-Chip Using Self-Organizing Routing 

Algorithms”, 47th Annual Conference of the IEEE Industrial Electronics Society (IECON), 

October 2021, Toronto, Canada. 

6. Paper “Optimal Routing Algorithm in Dense Gaussian Networks-on-Chip”, IEEE 2nd 

International Conference on Electrical, Computer, Communications and Mechatronics 

Engineering (ICECCME), November 2022, Maldives.  
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The results of the dissertation formed the basis of the following scientific research works, 

performed in co-authorship: 

1. Academic Fund Program project of the HSE University “Design of networks-on-chip based 

on circulant topologies”, No. 18-01-0074, 2018–2019. 

2. Basic Research Program project of the HSE University “Synthesis of circulant topologies 

for application in networks-on-chip”, R&D reg. no. AAAA-B19-219042690141-3, 2018. 

3. Basic Research Program project of the HSE University “Modeling of networks-on-chip with 

communication subsystem based on circulant topologies”, R&D reg. no. AAAA-B20-

220051590048-4, 2019. 

4. Basic Research Program project of the HSE University “Development of a hybrid model for 

design and simulation of networks-on-chip”, R&D reg. no. AAAA-B21-221011990285-2, 

2020. 

5. Basic Research Program project of the HSE University “Development of routing algorithms 

in networks-on-chip”, R&D reg. no. 222030100043-1, 2021. 

6. Basic Research Program project of the HSE University “Research of new promising 

topologies and routing methods for application in networks-on-chip”, R&D reg. no. 

223020200338-7, 2022. 

7. Basic Research Program project of the HSE University “Automation of network-on-chip 

modeling”, R&D reg. no. 123020800124-1, 2023. 

8. Basic Research Program project of the HSE University “Research of new classes of 

circulant graphs and their characteristics for designing networks-on-chip”, 2024. 

9. RSF project “Self-organization in networks-on-chip: principles, models, routing algorithms, 

programs, and development technologies”, No. 22-29-00979, R&D reg. no. 122031400059-

7, 2022-2023. 

The results of the dissertation, in particular, the developed means of prototyping large-scale 

projects (including networks-on-chip) with the help of a hardware-software -complex based on 

several FPGAs were considered by leading specialists of LLC "KNS GROUP" (YADRO - Group of 

Companies) as a result of which a decision was approved to recommend the above results for use by 

industry leaders in the development of prototyping tools for multiprocessor systems in order to 

reduce hardware costs and accelerate the process of debugging multiprocessor systems. 

The results of the dissertation work are implemented in the educational process of the 

Department of Computer Engineering of MIEM of the National Research University Higher School 
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of Economics during the training of bachelors in the direction of 09.03.01 “Computer Science and 

Computer Engineering”, namely, in the teaching of disciplines: “Design of systems on a chip”, 

“High-level and simulation modeling of digital systems”, “System design of digital devices”, as 

well as in the implementation of projects by students of 2-4 courses in the framework of project 

activities. 
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3 Summary of work. Main results 

The main results of the dissertation are logically divided into 4 parts reflecting all the 

necessary elements to enable the design of networks-on-chip based on circulant topologies:  

1. Methods and tools for synthesizing optimal circulant topologies according to the 

criteria of reducing the average distance between nodes and diameter. 

2. Modeling and prototyping tools for on-chip networks that support circulant 

topologies. 

3. Deterministic and adaptive routing algorithms for different families of circulant 

topologies as applied to networks-on-chip. 

4. Methods for traffic management, deadlock and error control in networks-on-chip 

with circulant topologies. 

3.1 Synthesis of circulant topologies 

A circulant graph (circulant network) [72] is a graph consisting of a set of vertices   

            and edges   {(  (    )      )|         ̅̅ ̅̅̅}   The signature of a circulant 

graph (parametric description) has the form  (              )  where   - the number of vertices, 

                   - formers of the circulant graph,   - its dimension. 

The generators of a circulant graph determine the steps of transitions between neighboring 

vertices of the graph. For example, the signature  (        ) defines the graph shown in Figure 3.  

 

Figure 3 – Circulant graph  (        ) 



19 

The diameter and average distance of shortest paths (as well as the bisection width) are 

among the main topology parameters that determine the efficiency of the data transmission system. 

A circulant graph with minimum diameter and average distance at given graph order and 

dimensionality is optimal [17].  

One of the problems of circulant synthesis is the search for families of optimal graphs with 

the number of nodes greater than 100 and degree of vertices greater than 4 [73]. Much attention is 

paid to the search for analytical descriptions of the results of calculations of static parameters of 

graphs. Thus, in [74] a series of parametrically described infinite families of circulant networks of 

degree six was obtained, which made it possible to develop general analytical methods for finding 

the shortest paths of circulant graphs. And in [75], formulas for computing the diameter of them 

were presented. In [24–26] families of two-dimensional optimal circulants were found, and in [27] 

families of circulants of different degrees greater than 6 were analytically described. It is possible to 

synthesize some families of graphs by applying various mathematical operations on graphs [76–78]. 

In [79] a table which allows to compute the diameter of circulant graphs of class  (       ) using 

formulas (which is also a significant result in the field of analytic formulas) was presented.   

Analytical descriptions of families of optimal graphs given in various studies do not cover 

all possible variants of optimal circulant graphs for different optimality criteria and graph 

parameters. The search of optimal graphs for engineering and scientific applications is proposed to 

be carried out by software tools.  

Using directly the exhaustive search method (when different signatures of circulants are 

sequentially searched, each of them is characterized, and the best ones are selected according to the 

given criteria, taking into account a certain order and dimensionality) is not possible with modern 

computational means, due to a sharp increase in the number of search variants, as well as the 

complexity of the procedures for calculating the diameter, average distance, bisection width, etc.). 

This problem is NP-hard [17, 80], and even the use of a high-performance cluster [16] is not 

sufficient. Therefore, the exhaustive search method [81, 82] was supplemented with methods of 

parallelization of computations, the method of branches and bounds, as well as heuristic rules based 

on the use of symmetry and regularity properties of circulant graphs.  

The first basic prototype of the software that allowed to obtain the first series of generated 

graph signatures was presented at the ELNANO conference in 2018 [80] and then continuously 

developed until a stable version of the software was presented in [8*] with the help of which (and 

its previous versions) an extensive dataset of optimal circulant graphs with order up to 1000 and 

dimension up to 10 over a period of 7 years was obtained. The software is hosted in an open source 

repository and can be used by other researchers; it can also be used to additionally generate new 
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signatures for specific requirements of the resulting graph. The structure of the circulant graph 

signature generation application is shown in Figure 4.  

 

 

 

Figure 4 – Software structure for generating circulant graph signatures 
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The acceleration of the procedure for finding signatures of circulant graphs was performed 

in two planes: on the basis of the properties of the graphs themselves due to which the number of 

candidate signature variants is reduced, and also due to the acceleration and reduction of resource 

requirements for the execution of the graph diameter search algorithm.  

Let us analyze the methods of search acceleration with respect to the problem under 

consideration. Let us denote the topology generators (      )    [63], where   – the number 

of nodes,   – graph dimension (number of generatrices),          . If we take the value of the 

image, which is greater than  , then in this case there will be created repeated parametric 

descriptions of the topology corresponding to the descriptions of 

 (                   )  where     . If we discard them, we are left with (   ) of   

variants of possible topologies. 

Another feature of circulant graphs is that circulant topologies with different parametric 

descriptions, for example,  (       ) and  (       ), are the same [72]. To eliminate such 

repetitions, we introduce the condition                    (the generators are ordered in 

ascending order; there are no repeating generators), which leads to the reduction of unnecessary 

repeated checks of topologies.  

Another step to reduce the number of overshoots is to use the isomorphism of circulant 

topologies of type  (               ) and  (                 ) [72]. This property allows 

us to restrict ourselves to the enumeration of the values of the generators            

(Figure 4). 

Taking into account the properties of circulant topologies in the algorithm realizing an 

exhaustive search, the number of repetitions can be significantly reduced, and the number of 

iterations in general is the value  (       ) , which leads to the reduction of the time of 

topologies search up to 10000 times. 

For most regular topologies, such as mesh, hypercube [83], torus, the calculation of diameter 

and average distance is performed using formulas that depend on the number of nodes [44]. 

Circulant topology is determined by the graph order and the lengths of the generators, so there are 

no universal formulas for calculating the diameter and average distance. In most cases, one can only 

estimate the maximum lower and upper bounds of these parameters [62], but there is no way to 

compute the exact values of these metrics for specific instances of topologies. Only for some classes 

of circulants (such as two-dimensional circulants), there are formulas for finding optimal 

topologies [84, 85]. Therefore, for each generated topology, it is necessary to find the diameter and 

average distance as for a usual irregular topology (Figure 4). For some families of circulants (for 
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example, for two-dimensional circulants [62, 79, 86–88]), there are fast algorithms for computing 

some characteristics, which are used in the developed software. But for the general case, it is 

required to use Dijkstra's algorithm [89] (due to its simplicity, it is used in [80]), A*[90], and others. 

Since circulant topologies can be described in terms of circulant matrices, a subspecies of Teplitz 

matrices [91], it suffices to find all the paths from any one vertex to other vertices. The diameter of 

the graph in this case corresponds to the largest distance between vertices, and the average distance 

corresponds to the arithmetic mean of these paths [92].  

The classical Dijkstra algorithm [89] operates with adjacency matrices and is a sequential 

search in width. This leads to the fact that the search procedure is rather long and requires 

significant memory consumption for large-order graphs. Therefore, the search algorithm was 

modified by representing the graph as an array of its generators, with intermediate distances 

between vertices stored in the array as well. This accelerated the algorithm up to 3.5 times and 

made it possible to bring the dependence of memory consumption on the number of nodes from 

quadratic to linear. All these, together with the speedup obtained by reducing the search variants, 

resulted in speeding up the final procedure of searching for optimal circulant topologies up to 

35,000 times.  

3.2 Dataset of circulant topologies 

The developed software was used to create a dataset of optimal circulant graphs [8*] and 

means for storing and processing data of this kind [93, 94]. It can be used to check other synthesis 

algorithms [16, 17, 95], as well as analytical formulas [79, 88, 96], to describe the characteristics of 

circulant graphs.  

The study of the resulting dataset allows us to assert that it makes sense to search for optimal 

circulant graphs for application problems in networks-on-chip among a subset of ring circulants 

[72], since in most cases, there is a ring circulant among the optimal circulants for a certain number 

of nodes. But even if it does not exist, there will be found an optimal ring circulant whose 

characteristics will be close (            ) to the maximum optimal circulant 

(Figure 5) [2*] [97]. If this difference is neglected, we can reduce the number of degrees of freedom 

of the search procedure by 1. Also, the obtained dataset allows us to prove the advantage of 

circulant topologies over mesh and torus topologies.  



23 

 

Figure 5 – Comparison of the characteristics of ring and marginal optimal circulant graphs of order 

2 and 3 and mesh and torus square graphs 

The created dataset can be used to identify regular dependencies between the characteristics 

of graphs (the diameter, average distance, lengths of formers, bisection width) and number of their 

vertices, dimension, etc. [8*]. In addition, the generated dataset can be employed to train machine 

learning models [98] to predict graph characteristics. The representation of the generated topologies 

as a dataset opens a wide range of possibilities for studying optimal circulant graphs, as well as for 

finding new families and formulas for estimating their characteristics. The search for new families 

of circulant graphs is an actual and open problem, and the obtained dataset is the first of its kind and 

serves as a model for the development of similar datasets by other scientists [96]. 

3.3 Modeling and prototyping of networks-on-chip  

The network-on-chip design can be divided into several main sequential stages [15, 99]: 

specification, preliminary design, high-level modeling, low-level modeling, prototyping or 

cosimulation, and synthesis of the integrated circuit of the network-on-chip. As the experience of 

implementation and development of spidergon topology [31] shows, it is important that each stage 

has its own open-source tools and that they are united by a common interface and data transfer 

formats between different design stages to ensure the principle of end-to-end network-on-chip 

design.  

The specification and preliminary design stages are beyond the scope of this paper and 

involve the use of standards and tools for organizing document flow within the company’s ERP 

system. At these stages, the requirements for the network-on-chip are formulated and preliminary 

decisions are made on the choice of how the network will be organized.  

The stages of high-level and low-level modeling are still not fully formalized. There are 

hundreds of high-level [11*] [39] and dozens of low-level [1*] [40] models of networks-on-chip 
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designed to study and analyze various aspects of networks-on-chip. They differ in both description 

languages and accuracy, as well as in sets of input parameters and characteristics under study.  

The prototyping stage is closely related to low-level modeling, because it is an 

implementation of the HDL model of the network-on-chip on FPGA, which allows thousands of 

times faster modeling and more accurate investigation of signal changes at the chip level [1*]. The 

complexity of the problem is that the resources of the FPGA chip are significantly limited, which 

makes it impossible to accommodate a large size network-on-chip on it. This problem is solved by 

dividing the network-on-chip into several FPGA chips or by separately modeling different parts of 

the FPGA [100].   

The network-on-chip integrated circuit synthesis stage is described and implemented by the 

same tools as for integrated circuit design. Here, there are both proprietary software products (e.g., 

IC Design compiler) [101, 102] and open-source products (OpenROAD et al.) [103, 104].   

The unified route of on-chip network design ensuring the implementation of the principle of 

end-to-end design is proposed to be implemented in the format of integrated ECAD whose 

generalized architecture is presented in Figure 6.  
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Figure 6 – Generalized ECAD architecture for the implementation of a single route for designing a 

network-on-chip 

Within the framework of the proposed ECAD architecture [101], the author developed the 

new [1*, 9*] [106] and adapted existing [11*] [107–109] network-on-chip models of different 

abstraction levels; the author also created the tools for prototyping networks-on-chip [100, 110–

112] and described the unified data transfer formats between different stages of network-on-chip 

design [113, 114]. This allowed us to conduct a comparative analysis of the results of modeling 

circulant and other topologies of networks-on-chip, as well as implementations of various routing 

algorithms [2*, 3*, 4*, 5*, 6*, 7*] preventing deadlocks [9*, 10*] and failures in the network [12*] 

due to which we can confirm the advantages of the proposed new solutions.  

3.4 Deterministic routing algorithms  

The main problem in the development of new topologies for networks-on-chip is that in 

addition to the topology, it is necessary to develop a sufficient number of different routing 
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algorithms that would satisfy the requirements for simplicity, adaptability, optimality, resource 

consumption, and so on. During 20 years of development of the theory of network-on-chip design 

for mesh and torus topologies, researchers proposed several hundreds of different routing 

algorithms [41, 115–117]. For spidergon [31], WK-recursive [118], hierarchical topologies [119], 

etc., there are their own algorithms.  

At the same time, the methods and approaches to routing used in classical communication 

networks cannot be directly transferred to the network-on-chip. The communication subsystem of 

the network-on-chip, which is based on routers whose classical scheme is shown in Figure 7 can 

consume up to 40% of chip power consumption and up to 30% of resources [120]. 

 

Figure 7 – Classical scheme of a network-on-chip router 

The route of packet movement can be calculated in advance in the computational node or 

stored in a specialized table and then written into the head flit of the packet before sending it to the 

network. Then the implementation of the router will be minimal - it will be enough to count the next 

step and direct the packet to the appropriate port (Figure 8). But this approach is too redundant and 

requires a lot of computational resources or memory. Therefore, in a network-on-chip, the packet 

path determination is usually performed in the router itself.  

 

Figure 8 – Example of router port numbering in a network-on-chip [2*]. 



27 

The simplest and most obvious method, table-based routing, is described in [2*]. A packet in 

the head flit contains the destination node number. Each router stores a list of ports where a packet 

must be routed to reach the corresponding node. Since circulants are completely symmetric with 

respect to their vertices [72], the table will be identical for all nodes, while only storing information 

for the right half of the ring. In addition, adjacent nodes on a chip can share a common routing 

table. Nevertheless, even with these improvements, this approach leads to an excessive 

consumption of chip memory resources [4*].  

In [2*] another routing algorithm called “Clockwise Routing” is proposed. The idea of the 

algorithm is that each router implements a simple digital automaton, which compares the distance 

between the current node and the destination node with the lengths of the descending formers, 

directing the packet to the corresponding port in the direction of maximum proximity to the 

destination node. In this way, each router makes a decision 1 step ahead, ensuring that the packet 

gradually approaches the destination node.  

This algorithm is characterized by low hardware costs, but it is deterministic; i.e., it does not 

take into account many route variants and is not robust to network errors. In addition, it is proved 

in [2*] that it is not optimal (it is possible to have a shorter path along the global loop formed by a 

longer formant) (Figure 9). 

 

Figure 9 – Shortest path in the circulant  (         ) from node 1 to node 38 [2*]. 

An improved optimal version of this algorithm – “Adaptive Clockwise Routing” – requires 

significantly more resources [4*]. 
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All the algorithms presented above were implemented for the case of two-dimensional 

circulants but can be easily transferred with improvements to other families of circulant graphs [5*]. 

Routing algorithms were also developed for specific families, such as  (         ) [121] 

(proposed in [81, 114]), multiplicative circulants [123–125], and three-dimensional ring 

circulants [5*] [126–130], which take into account the topological features of these families of 

graphs.  

The peculiarity of the described algorithms is that they are developed on the basis of various 

heuristically developed rules by studying the peculiarities of certain families of circulant graphs 

using the principle of greedy advancement, when the choice of the next step is based on the 

principle of maximum proximity to the destination node. They are simple to implement and 

represent a balance between the cost of logic elements, memory blocks, and the value of the 

efficiency factor (the ratio of the sum of the length of all paths to the sum of the shortest paths in the 

graph). The developer can choose among the available routing algorithms the one that meets the 

requirements of the network-on-chip. Nevertheless, the fact that most of them are not optimal 

required the use of mathematical methods to develop new routing algorithms with guaranteed 

optimality. 

An example of such an algorithm is the “Algorithm with calculation of the coefficients of 

the generatrices” described in [5*]. Its idea is that the path between two vertices of a three-

dimensional circulant can be represented as a formula: 

                       , 

where    – the number of vertices,   – the number of complete turns in the graph,      – the 

modulus of the difference between the vertex numbers,    – coefficient at    form. 

The algorithm is to use the brute force method to select values          and   such that 

∑ |  |      . The range of coefficient values for each circulant graph can be calculated in 

advance. In this case, the algorithm can be parallelized at the hardware level, and its complexity 

is  ( ). 

Another routing algorithm found by using mathematical methods is the “Pairwise Exchange 

Algorithm”; it is described in [3*]. It is intended to be used in the popular family of optimal two-

dimensional circulants of the form  (         ) [81, 114], since this is practically the only 

family of optimal circulant graphs that can be described by a formula. By applying the graph 

tessellation method in the plane (Figure 10), we formulated an algorithmic description of a routing 

algorithm having complexity  ( ) and proved its optimality.   
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Figure 10 – Tessellation of graph  (       ) on the plane [3*] 

It has lower hardware cost compared to the previous heuristics-based algorithm developed 

and has lower algorithmic complexity than algorithms derived and applied to this family of 

circulants by other scientists (Table 1).  

Table 1 - Time complexity of routing algorithms for two-dimensional circulants 

Algorithm Topology Time complexity Optimality 

Pairwise exchange algorithm 

[3*] 
 (       )  ( ) Yes 

Robic [118]  (       )  (    ) Yes 

Dobravec et al. [119]  (       )  (    ) Yes 

Zerovnik et al. [120]  (       )  (    ) Yes 

Gomez et al. [121]  (       )  (    ) Yes 

Chen et al. [122]  (       )  (     ) Yes 

Martinez et al. [123]  (        )  ( ) Yes 

Thus, the developed deterministic quasi-optimal and optimal single-step and multistep 

routing algorithms for different families of circulant graphs give the possibility of traffic routing in 

networks on-chip based on circulant topologies and provide the developer with the choice of the 

most suitable algorithm for the tasks of designing networks-on-chip. The described methodology of 

algorithm development on the basis of heuristic rules or by applying mathematical methods allows 

developing routing algorithms for circulant graphs with any parameters.  

3.5 Adaptive routing algorithms  

The use of deterministic routing algorithms in a network-on-chip is justified if it is known 

that it will function under conditions of low traffic load, or the loss of packets transmitted between 

nodes for computational tasks to be performed by the network-on-chip is acceptable. Another 

disadvantage of deterministic routing algorithms is that if a network is to experience such a 

phenomenon as “hot spots” (nodes that are most active compared to their neighbors in generating or 

consuming network traffic) [11*], it will lead to even greater network congestion, up to the inability 

to provide the necessary throughput. 
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If a more even distribution of traffic in the network is required, and if it is necessary to 

ensure that a packet can bypass busy parts of the network, adaptive routing algorithms are used.  

For networks-on-chip of the form  (         )  in [6*], the ideas of the previously 

developed deterministic “Pairwise Exchange Algorithm” were developed [3*]. A fast procedure for 

calculating route vectors based on the geometric principle of neighborhoods (Figure 11) and a basic 

algorithm was proposed. These vectors - once calculated - are further stored not in all nodes of the 

network but only in the reference nodes (Figure 12) in the form of mapping tables.   

 

Figure 11 - Geometric principle of neighborhoods [6*] [137] 

 

Figure 12 - Example of reference node arrangement in a network-on-chip [6*] 

It was proved that (taking into account the symmetry of the circulant) it is sufficient to store 

route tables for only half of the nodes and half of the routes. It was also proposed to modify the 

routers so that they could exchange information about their workload with each other. Thus, the 

adaptability of the routing algorithm was ensured by selecting the next step, taking into account the 

information about the availability of neighboring nodes. 
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Adaptive routing algorithms improve load balancing in the network and speed up packet 

progression; they are robust to disruptive events such as flit blocking, router or link failures [41]. 

However, they are more complex and often require the use of resource-intensive operations 

(multiplication, division, modulo division, etc.) that are not always efficiently synthesized at the 

RTL layer. 

In [7*] two algorithms for the family of circulants are developed  

 (        )  {
 (        )             

 (        )           
 

where             (GRBT algorithm) or         (SRBT algorithm). 

Their peculiarity is that only basic arithmetic operations are used to compute the next step, 

and the complexity is  ( ). These algorithms also use the concept of reference nodes but in a 

different sense. These are the nodes with respect to which addressing is performed in the network. 

This means that the location and coordinates of the nodes in the network are determined not by their 

numbers (Figure 13a) but by the distances from the reference nodes.  

Using the graph tessellation method in the plane (Figure 13b), the choice and location of 

reference nodes (as well as the unambiguity of addressing in such a network) are justified. 

   

 a) b) 

Figure 13 – a) Graph representation  (       ) in the plane;  

b) Tessellation of the graph  (       ) in the plane with marking of reference vertices [7*] 

The essence of the GRBT algorithm is to select a zero reference vertex and other reference 

vertices symmetric to it with coordinates calculated by the proposed algorithm. To find the vector of 

the shortest paths from one vertex to another, we need to subtract their coordinates and compare the 

normalized length with the diameter. If it is larger than the diameter, then we should add the 

coordinates of the reference vertices to the obtained coordinates and take the final pair with the 
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minimum normalized length. Otherwise, this pair will be the desired path vector. Thus, the 

algorithm represents only arithmetic operations of addition and subtraction of coordinates without 

heavy weight operations of division and so on. The SRBT algorithm works on a similar principle 

but uses a smaller number of reference vertices, due to the fact that it is applicable to a much 

smaller set of circulant graphs.  

Figure 14 shows the shortest path equal to (      ) calculated by the GRBT algorithm 

(red line) and alternative, longer paths (labeled in green) from vertex   (    ) (red asterisk) to the 

vertex   (    ) (indicated in blue).  

 

Figure 14 – Example of calculating possible paths to a destination node from the neighborhoods of 

neighboring reference nodes calculated by the GRBT algorithm [7*] 

The adaptability of the proposed algorithms consists in the fact that they return a vector of 

paths, which consists of the number of transitions along the generators (in the considered example, 

there are 2 generators). If the number is negative, the transition is counterclockwise. The router can 

(based on the information about the load of neighboring routers or paths) choose the next hop to be 

made along the path.  

Although both proposed algorithms are applicable for a limited set of circulants, they 

provide higher path computation speed for 32–56% of the routes (compared to the more universal 

analytical algorithm described previously [3*]), as well as commensurate resource costs. 

Thus, by the example of developing algorithms from this section, the possibility of creating 

specialized algorithms for different families of circulant graphs is shown (taking into account their 

peculiarities and requirements to the implementation of these algorithms in hardware by using 

methods of graph tessellation in the plane, reference nodes, relative addressing, and so on).  
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3.6 Routing algorithm based on self-organization and relative addressing  

The idea of using reference nodes and a coordinate system based on the distances from them 

was developed into a universal algorithm applicable to any topology [12*] [77, 110]. 

We proposed an algorithm for selecting reference nodes, which ensures their uniform 

placement in the network in a minimum sufficient number to ensure the desired network diameter. 

The reference nodes can be placed in advance or during the network operation, implementing the 

principle of self-organization borrowed from the field of wireless networks [138–141].  

A virtual coordinate system representing the node address as a vector of distances from the 

reference nodes is justified [142]. Thus, addressing in the network is performed relative to the 

reference nodes and is unambiguous. 

It is proposed to select the direction of package movement according to the following 

algorithm: 

Let there be 4 reference nodes. We need to find the path from the node   with coordinates 

(           ) to the node   with coordinates (           ). The route can be characterized by the 

vector     with coordinates (                       ). 

The direction of the packet movement is chosen to the neighboring node  ( ) for which the scalar 

product of vectors         is maximized. That is, the will be selected that node  ( ) through 

which there is a maximum approach to the final node  . 

The scalar product is defined in the standard way as the sum of products of corresponding 

coordinates of two vectors 

        (     )(     )  (     )(     )   

 (     )(     )  (     )(     ). 

The proposed algorithm is quite simple to implement and does not depend on the topology 

structure. At the same time, it has a very useful property that allows using it in conditions of 

network errors: if one of the neighboring nodes (routers) of the network or its connection fails, it is 

excluded from calculations until its operability is restored. This means that the packet will be routed 

along the shortest path bypassing the failed nodes and connections (Figure 15). 
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Figure 15 – Example of operation of the proposed routing algorithm when network errors 

occur [12*] 

For the cases when the scalar products for two directions are equal, a set of rules is proposed 

in [12*], which allows solving the phenomenon of “starvation” of the network [143] – to avoid 

infinite returns (             ) and loops (                     ) 

(Figure 16). 

 

Figure 16 – Example of the operation of the proposed routing algorithm under infinite loops and 

returns [12*] 

As a result of modeling and comparison with other known algorithms [144], which can deal 

with single errors in the network, the developed algorithm showed high adaptability and robustness 

to network errors (Figure 17). 
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Figure 17 – Dependence of the number of unreachable routes on the number of failed nodes in the 

test network [12*] 

3.7 A method for managing deadlock-free data transmission based on acyclic 

subnetwork 

The phenomenon of node or link failure in a network is usually a sign of poorly chosen 

router architecture or network design errors. A more common and no less destructive phenomenon 

in networks on-chip are deadlocks [4, 41] – mutual blocking of packets due to cyclic dependencies, 

when data packets are waiting for each other. An example of such a cycle is shown in Figure 18. 

 

Figure 18 – Example of a loop in a circulant graph and illustration of mutual packet blocking in 

routers forming a loop [9*] 

Deadlocks are combated at the level of traffic control by means of additional hardware 

redundancy and adjustments to routing algorithms. In [9*] an additional acyclic subnetwork [145] 

was proposed; with its help, a packet can bypass a blocked section in the network-on-chip. Here, 

hardware redundancy is added at the connection level [146]. The acyclic subnetwork is a tree of 

additional connections between nodes the root of which is the 0-th node; the tree itself covers all the 

nodes and has no cycles (an island tree) (Figure 19).  
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Figure 19 – Example of an acyclic tree for a circulant graph  (       ) 

If a deadlock occurs, the packet is moved to the acyclic subnet and continues to move 

through it, thus resolving cyclic dependencies in the network.  

By means of high-level simulation and using the developed network-on-chip NewXim 

model [9*], it was demonstrated that when the threshold value is reached, the network throughput 

drops to the level of acyclic subnetwork throughput. It was also shown that using a tree with 

minimum Wiener index [147] provides better throughput of acyclic subnetwork (Figure 20).   

Thus, due to a relatively small hardware redundancy, it is possible to get rid of the deadlock 

phenomenon, and there can be any basic routing algorithm. The disadvantage of this approach is 

that it is necessary to accurately plan the network load, because there is a danger of a sharp decrease 

in its capacity when the load threshold is exceeded.   

 

Figure 20 – Network throughput modeling results depending on the choice of reference graph type 

for acyclic subnetwork [9*] 
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3.8 Method for managing deadlock-free data transmission based on virtual 

channels and decomposition of the topology graph into subnets 

For networks on-chip with mesh and torus topologies, the most popular and effective 

methods to combat deadlocks are based on the use of virtual channels [41, 148] and rules for 

changing packets in a network of virtual subnets (formed by virtual channels) in order to break 

cycles and eliminate the possibility of their occurrence. A virtual channel is the introduction of 

redundancy at the router level, where queues at its inputs are logically divided into multiple 

independent flows (Figure 7). Packets move through their virtual subnetwork formed by virtual 

channels and (according to certain rules) can change it so as not to block other packets.  

In [9*] this approach was applied to the circulant topology. For this purpose, a method of 

splitting the topology graph into rings (“Ring–split”) was developed [146]. A transition between 

rings means a change of virtual channel. Thus, several isolated looped logical routes are formed in 

the circulant graph. A packet which moves along them according to the developed rules moves from 

one ring to another and changes the virtual channel, which excludes the deadlock possibility 

(Figure 21a, b). In this case, the probability of cyclic blocking inside the ring tends to zero, since 

deadlocks (as a rule) are formed in cycles of no more than 4 transitions, and the formation of a 

deadlock to cover the entire ring is practically impossible. But to guarantee the complete absence of 

deadlocks, another rule is proposed: according to it, the ring is divided into semi-rings, and the 

transition between them also means the change of the virtual channel (Figure 21c).  

 

 a) b) c) 

Figure 21 – Decomposition of a circulant graph  (       ) into subnets using Ring- split method to 

fight deadlocks [9*] 

Using high-level modeling, it was shown that the proposed approach is universal and can be 

implemented for any method of organizing queues in the routers: queues can be either large to 

accommodate the entire packet (store-and-forward [4]), or reduced in size, accommodating only a 
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few flits of a packet stretching across the network (wormhole [41]). Breaking cyclic dependencies 

in both cases avoids deadlocks.  

Comparative modeling of the developed data transmission control method showed that it 

does not have the problem of a sharp decrease in throughput as with the method using an acyclic 

subnet. Both methods work with any routing algorithm, so the “Paired Exchange Algorithm” [3*] 

(developed earlier) was taken for routing. It was shown that using a new method of traffic 

management in a network-on-chip with a circulant topology allows one to achieve significantly 

higher throughput than in a network-on-chip with the same number of nodes but with a mesh 

topology and an XY routing algorithm using virtual channels. An example of simulation results in 

the NewXim simulator of various variants of networks-on-chip with 64 nodes is shown in 

Figure 22. 

 

Figure 22 – Comparison of traffic control methods in networks-on-chip with circulant topology 

(acyclic subnet and Ring-split / virtual channels) and with mesh topology (XY / virtual 

channels) [9*] 

3.9 Decomposition methods for circulant graphs  

Decomposition of a circulant graph into subgraphs in which there are no cycles combined 

with the principle of separating traffic flows using virtual channels (as shown in [9*]) makes it 

possible to effectively combat the deadlock phenomenon. But this method requires introducing 

quite significant redundancy into routers, which must take into account the history of the packet’s 

movement and the intersection of the boundaries of rings and semi-rings along its path.  
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At the same time, mathematicians have been studying the decomposition of circulant graphs 

for a long time. Basically, these works are carried out in two directions: decomposition of the 

circulant into cycles [149–152] and decomposition into simpler graphs [152–154]. The first group 

of methods is suitable for implementing the Ring-split approach described earlier; the second group 

opens up the possibility of using the virtual channel method to combat deadlocks by analogy with 

Ring-split but changing the channel when a packet moves from one subgraph to another. 

Using the example of decomposition of bipartite circulant graphs based on Cartesian and 

tensor products, it is shown in [10*] that if the subgraphs into which the decomposition is 

performed are acyclic, then it is possible to implement deadlock-free routing based on the rule of 

changing the virtual channel when moving from one subgraph to another (Figure 23).  

 

 

 

Figure 23 – Breaking the cyclic dependency between nodes         in a graph  (      ) by 

decomposing it into subgraphs      and using the virtual channels [10*] 

Decomposition of circulant graphs can also be used to optimize the network structure and 

reduce hardware costs. Thus, in [152] it was proposed to perform segmentation of strongly 

connected large-order circulant graphs into caterpillar subgraphs (Figure 24).  

 

Figure 24 – Segmentation of the graph  (         ) into caterpillar subgraphs   (   ).  

I, II, III – network segments [152] 
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The peculiarity of caterpillar graphs is that they have a skeleton that forms a path and 

branches of unit length. It is proposed to implement the principle of locality; according to it, in most 

applications, the most intensive exchange is carried out between neighboring nodes that are 

spatially located nearby. This means that the backbone of the caterpillar graph can be implemented 

by a connection with a higher throughput, and the branches – with a smaller one. It is also proposed 

to implement a hierarchical network organization based on the principle of classical communication 

networks, when individual segments in a common network can have global addresses, and nodes in 

the segment can have local addresses, as well as a common routing table. This makes it possible to 

reduce hardware costs and increase network throughput, as well as eliminate the problem of 

deadlocks, due to the fact that individual network segments are acyclic, and the formation of a cycle 

of several segments is unlikely because of the different throughput of connections inside and 

outside the segments and the distribution of traffic in them.  

4 Conclusions 

The dissertation presents a new, developed by the author approach to the design of 

networks-on-chip, which is based on the use of circulant topologies as the topology of the 

communication subsystem of networks-on-chip. To implement it in the practice of designing 

networks-on-chip, new methods for synthesizing optimal circulant graphs, new high-level and low-

level models, as well as tools for prototyping networks-on-chip were developed, support for 

circulant topologies, new single-step and multi-step deterministic routing algorithms, adaptive 

routing algorithms, new methods for dealing with errors in the network, new methods for managing 

traffic in networks-on-chip, allowing to eliminate the problem of deadlocks (arising due to the 

peculiarities of circulant topologies), as well as methods for segmenting circulant graphs for their 

use in networks-on-chip were added. The author clearly demonstrates the advantages of circulant 

topologies over the classical mesh and torus topologies. 

The new results presented in this thesis are important both for further theoretical research on 

the design of networks-on-chip and for the creation and development of new automated tools for 

their design.  

Twelve articles submitted by the author for protection of the dissertation contain 144 journal 

pages; these works co-authored with the leading scientists and published in peer-reviewed journals 

were indexed in the scientific citation databases Scopus and WoS (10 of them – in journals with Q1, 

Q2 quartiles).  
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The following new results summarized above, rigorously mathematically proven or 

validated by simulation and prototyping in relevant published articles are presented for protection: 

1. A new approach to designing networks-on-chip based on circulant topologies.  

The statement about the possibility of applying this approach in practice and its advantages 

over other approaches (using other topologies) is based on the results described below. The 

author not only proposed a new approach but also carried out its comprehensive study; as a 

result, circulant graphs with the required parameters were obtained and their characteristics 

were assessed; a methodology for studying networks-on-chip with new topologies was 

developed for which the necessary tools at different levels of abstraction were created; 

routing methods in networks-on-chip based on circulant topologies were proposed, and a 

number of different routing algorithms built on different principles and ensuring a balance 

between performance and resource intensity were developed; traffic control methods were 

proposed that allow (at the level of the routing algorithm) combatting such destructive 

phenomena as failure of elements of the communication subsystem and mutual blocking of 

packets.  

2. An algorithm for calculating the shortest paths in a circulant graph and methods for speeding 

up the procedure for enumerating graph signatures to synthesize new circulant graphs. 

On their basis, a calculation scheme in the form of software was developed and 

implemented, where the procedure for searching for optimal circulant topologies was 

accelerated up to 35,000 times compared to exhaustive methods, which made it possible to 

synthesize the necessary sets of graphs with order and dimension covering all current and 

future needs for using circulant graphs as topologies for designing networks-on-chip.  

3. Dataset of optimal circulant graphs with order up to 1000 and dimension up to 10. 

The presented dataset (the first of its kind) is a reference for the development of new 

datasets in this area. It allows exploring circulant graphs more deeply, identifying regular 

dependencies between graph characteristics, training machine learning models to predict 

graph characteristics, searching for new families of circulant graphs, and solving other 

problems. The dataset is used by a number of independent scientists to test the performance 

of their algorithms used to synthesize optimal circulant graphs. 

It is shown that it makes sense to search for optimal circulant graphs for problems of 

application in networks-on-chip among a subset of ring circulants, which makes it possible 

to reduce by 1 the number of degrees of freedom of the search procedure. 
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4. New and modified models of different levels of abstraction and tools for prototyping 

networks-on-chip that support circulant topologies.  

A generalized ECAD architecture that provides a unified route for designing networks-on-

chip implementing the principle of end-to-end design is proposed. For the main stages of 

network-on-chip modeling and prototyping, new models of networks-on-chip of different 

levels of abstraction were developed and existing models of networks-on-chip were adapted; 

tools for prototyping networks-on-chip were created and unified formats for data transfer 

between different stages of designing networks-on-chip were described. Their main 

advantage over existing tools is that they are combined within a single design route and 

support the circulant topology, which made it possible to conduct a comparative analysis of 

the results of modeling circulant and other network-on-chip topologies, as well as the 

implementation of various routing algorithms to fight deadlocks and network errors, which 

confirmed the advantages of the new solutions proposed. 

5. Deterministic routing algorithms for networks-on-chip based on different families of 

circulant topologies. 

A whole family of different deterministic routing algorithms suitable for any circulant were 

developed (“Clockwise Routing”, “Adaptive Clockwise Routing”, “Algorithm with 

calculation of constituent coefficients”). Routing algorithms that take into account 

topological features of specific graph families were also proposed (multiplicative circulants, 

 (         ) (including the “Pairwise Exchange Algorithm”), three-dimensional ring 

circulants, and others). The developed algorithms differ among themselves in resource 

consumption and efficiency; they can be single-step and multi-step, which allows choosing a 

suitable algorithm for a particular design problem.  

6. Adaptive routing algorithms for networks-on-chip based on different families of circulant 

topologies. 

Based on the deterministic “Pairwise Exchange Algorithm”, its adaptive version is 

developed, which allows the router to choose the next step based on the information about 

the load or availability of neighboring nodes, which leads to better load balancing in the 

network and faster packet progression and increases the robustness against destructive 

phenomena (packet blocking, failure of routers or links).  

In order to partially offset the disadvantage of adaptive algorithms consisting in higher 

resource consumption compared to simpler deterministic algorithms two (GRBT, SRBT) 
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adaptive algorithms (implemented only on arithmetic operations, most efficiently realized at 

the transistor level) are developed for a limited family of circulants.  

7. A routing algorithm based on self-organization and relative addressing for routing traffic in 

networks-on-chip based on circulant topologies in conditions of failure of individual 

network nodes or connections. 

A universal high-level routing algorithm, which incorporates the ideas of other algorithms, 

as well as routing principles used in classical communication networks is proposed. It 

consists of marking support nodes (the principle of self-organization) evenly distributed in 

the network in a minimum quantity sufficient to ensure the required network diameter. The 

reference nodes form a virtual coordinate system based on the distances from them (relative 

addressing principle). The node address (as well as the direction of movement of the packet 

to the destination node) in such a coordinate system is represented as a vector of distances 

from the reference nodes and is unambiguous. In this case, routing is carried out by 

calculating scalar products between the direction vector of movement and the addresses of 

neighboring nodes. This makes the algorithm universal and independent of the topology and 

changes in the network configuration, which determines its resistance to failure of individual 

network nodes or connections. 

8. Control methods for deadlock-free data transmission in networks-on-chip with circulant 

topologies.  

A method to combat deadlocks in a network-on-a-chip with a circulant topology, based on 

the use of an acyclic subnetwork, which provides guaranteed throughput at the level of this 

subnetwork when the communication subsystem is overloaded was developed. It is shown 

that the use of an acyclic tree with a minimum Wiener index provides the best throughput of 

an acyclic subnet. 

A method for managing deadlock-free data transmission in networks-on-chip with circulant 

topologies based on the use of virtual channels and decomposition of the topology graph 

into acyclic subgraphs was developed. A method for decomposing circulant graphs into 

open rings, which guarantees the absence of deadlocks was developed. It is also shown that 

the proposed method of dealing with deadlocks is applicable to other methods of 

decomposition of circulant graphs using the example of decomposition of bipartite circulant 

graphs based on Cartesian and tensor products, as well as by segmenting circulant graphs 

into caterpillar subgraphs. 
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