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1 Dissertation Topic

The theme of this research is the development of efficient methods for raster image and depth
map for three-dimensional object vectorization using deep learning. Vectorization of objects
refers to finding object representation usingmathematical primitives and relationships between
them.

To achieve this goal, the following tasks were addressed: data collection, construction
of mathematical models, and development of vectorization algorithms. Data collection was
performed through synthetic data generation and processing of real scanned images of two-
dimensional and three-dimensional objects. Automatic algorithms using computer vision
methods were developed for data cleaning and processing, along with procedures for manual
data processing. The proposed algorithms enable obtaining annotated data in a semi-automatic
mode, which opens up the possibility of using deep learning methods to train neural networks
on those data.

Various neural network architectures, such as convolutional and recurrent networks, as well
as transformers, were investigated to build architectures that effectively solve the set tasks. The
aim of constructing an optimal architecture is to create models capable of accurately and effi-
ciently vectorizing various types of images and three-dimensional objects.

The proposed algorithms demonstrate high accuracy and efficiency in solving object vec-
torization tasks. These algorithms can be applied in various fields such as computer vision,
robotics, and data visualization to represent objects as vector graphics with high accuracy and
detail.

The relevance of research

There are many software products for image and document recognition, but most of them focus
on text recognition and either do not work with images or perform poorly with them. Typi-
cally, these products do not allow representing the recognition results as vector graphics, one
of the most convenient formats for subsequent work. In the case of two-dimensional and three-
dimensional data, existing vectorization approaches based solely on optimization algorithms
have a large number of customizable hyperparameters and perform poorly with noise in the
input data. Using neural networks can reduce the number of hyperparameters, and because
neural networks learn to recognize patterns, it is possible to efficiently process even significantly
noisy data.

The relevance of the study is justified by the fact that image and form vectorization is an im-
portant and complex task in the field of computer vision, which has not been fully solved yet.
In this dissertation, the problem of precise vectorization for two-dimensional technical draw-
ings and three-dimensional component models is considered, and a method for recognizing
drawings and objects using neural networks is proposed for tasks requiring precise and flexible
representation of two-dimensional and three-dimensional objects. The research results can be
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applied in various applications such as automatic recognition and analysis of technical draw-
ings, automated modeling and editing of 3D objects, as well as virtual and augmented reality.

The objective of this dissertation is to study and develop efficient methods for vectoriza-
tion of two-dimensional technical drawings and three-dimensional models in the field of com-
puter vision. Themain tasks include studying existingmethods, collecting and processing data,
developing deep learning algorithms, evaluating and comparing vectorization methods, and
studying their practical application.

The objective is achieved through the solution of the following tasks:

• obtaining high-quality geometric data for two-dimensional and three-dimensional objects
for subsequent training of neural network models;

• developing a new system for vectorization of raster images of technical drawings;

• developing an algorithm for reconstructing parametric models of three-dimensional ob-
jects.

Thework is based on the use ofmethodology andmethods ofmachine learning, differential
geometry, and mathematical modeling.

2 Key Results and Contributions

The work is based on the use of methodology and methods of computer vision, computer
graphics, machine learning, and deep learning.

The scientific novelty of the work can be described by the following points:

1. A newmethod was proposed for generating high-resolution three-dimensional objects at
different scales. A new deep multi-scale model for point cloud generation, Latent-Space
Laplacian Pyramid GAN, was developed based on advanced technologies in the field of
generative adversarial networks for point cloud data [1] and approaches for modeling
data at different scales [8, 26].

2. For the first time, a system was proposed that allows for a more precise solution to the
vectorization problem of scanned drawings. The system includes several components:
specially prepared high-quality data for training neural network models, a new archi-
tecture of the trainable neural network model for vectorization and a new approach for
optimizing primitives to build the final representation of the object in vector format. Train-
able neural networkmodels are used at multiple steps of this approach: for preprocessing
the image to reduce noise levels; for obtaining an initial vector approximation of the im-
age. Then, using the solution to an optimization task, the final result is constructed from
the obtained initial approximation, and its post-processing is performed to minimize the
number of primitives.
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3. A newmethod for extracting parametric curves from three-dimensional point clouds was
presented, allowing for accurate transformation of point clouds into analytical models of
special curves in three-dimensional space, which describe the structural features of three-
dimensional component models and are necessary for further building 3D descriptions of
these objects.

These results were published in the proceedings of international conferences at the Core
A* and Core B level, with the papers undergoing double-blind peer review, and the pre-
sentations being given at international conferences.

Theoretical and Practical Significance
The theoretical significance of the work lies in the new methods and algorithms in the field

of image processing, vectorization, and generation of three-dimensional data. The current state
of approaches to vectorization and generation of images and three-dimensional data was an-
alyzed in the study. Advanced approaches from machine learning, modern neural network
architectures and optimization procedures were applied to build models andmethods. Follow-
ing the obtained practical results the understanding of the applicability boundaries of modern
machine learning methods for vectorization tasks has been expanded.

The developed methods have practical applicability in various fields, such as automatic
recognition and analysis of technical drawings, automated modeling and editing of three-
dimensional objects.

Results Presented for Defense:

1. Methodology and algorithms for data generation,

2. Algorithm for transforming raster technical drawings into vector graphicswhile preserving
information,

3. Algorithm for transforming three-dimensional scanned objects into vector graphics con-
sisting of three-dimensional curves,

4. Methodology for evaluating the accuracy and quality of vectorized data.

The reliability of the obtained results is ensured by the correct use of a tested set of tools for
research and analysis. The proposed algorithms were experimentally tested on various tasks
and on real datasets of both two-dimensional and three-dimensional objects. Detailed descrip-
tions of the experiments conducted and the source code are publicly available, enabling repli-
cation of the obtained results. The research results were published in leading scientific journals
and at conferences dedicated to computer vision and pattern recognition.

Personal Contribution to the Presented Results: All stated results were obtained by the au-
thor of this dissertation. In all mentioned cases, both the text of the papers and the experimental
results presented therein are the results of collaboration with other authors.
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In Paper 1: "Deep vectorization of technical drawings," Egiazaryan V.G., as the primary au-
thor, developed and implemented a system for processing input images with subsequent ac-
quisition of vector representations. Additionally, the author was responsible for developing
the neural network architecture and its training algorithm, which transforms raster images into
vector primitives, and jointly with co-authors developed methods and experimental design for
evaluating the effectiveness of the proposed method.

In Paper 2: "Def: Deep estimation of sharp geometric features in 3d shapes," Egiazaryan V.G.
was responsible for developing and improving the second component of the entire pipeline: the
algorithm for recovering parametric curves from point clouds.

In Paper 3: "Latent-Space Laplacian PyramidGAN," the author of the dissertation developed
and implemented the algorithm for multi-scale generation of three-dimensional point clouds,
as well as a methodology for evaluating the accuracy and quality of the generated objects.
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3 Publications and Validation of the Work

First-tier publications

1. Vage Egiazarian*, Oleg Voynov*, Alexey Artemov, Denis Volkhonskiy, Aleksandr Safin,
Maria Taktasheva, Denis Zorin, Evgeny Burnaev. Deep vectorization of technical draw-
ings. In Proceedings of the European Conference on Computer Vision, pp. 582-598,
Springer, Cham. ECCV 2020, CORE A*, indexed by SCOPUS.

2. Albert Matveev*, Ruslan Rakhimov*, Alexey Artemov, Gleb Bobrovskikh, Vage Egiazarian,
Emil Bogomolov, Daniele Panozzo, Denis Zorin, Evgeny Burnaev. DEF: Deep estimation
of sharp geometric features in 3d shapes. In Proceedings of the SIGGRAPH 2022 conf.,
ACM Transactions on Graphics (TOG), 41(4):122, 2022. CORE A*, indexed by SCOPUS.

Second-tier publications

3. Vage Egiazarian*, Savva Ignatyev*, Alexey Artemov, Oleg Voynov, Andrey Kravchenko,
Youyi Zheng, Luiz Velho, Evgeny Burnaev. Latent-space laplacian pyramids for adversar-
ial representation learning with 3d point clouds. In Proceedings of the 15th International
Joint Conference on Computer Vision, Imaging and Computer Graphics Theory and Ap-
plications, pp. 421-428, VISIGRAPP 2020, CORE B, indexed by SCOPUS.

The author has also contributed to the following publication

4. Oleg Voynov, Alexey Artemov, Vage Egiazarian, Alexander Notchenko, Gleb Bobrovskikh,
Denis Zorin, Evgeny Burnaev. Perceptual deep depth super-resolution. In Proceedings of the
IEEE/CVF International Conference on Computer Vision, pp. 5653-5663, 2019. CORE A*,
indexed by SCOPUS.

5. Denis Mazur*, Vage Egiazarian*, StanislavMorozov*, Artem Babenko. Beyond vector spaces:
Compact data representation as differentiable weighted graphs. In Proceedings of the Advances
in Neural Information Processing Systems (NeurIPS), Volume. 32, 2019. CORE A*, in-
dexed by SCOPUS.

6. Alexander Korotin, Vage Egiazarian, Arip Asadulaev, Alexander Safin, Evgeny Burnaev.
Wasserstein-2 generative networks. In Proceedings of the International Conference on Learn-
ing Representations (ICLR), 2021. CORE A*, indexed by SCOPUS.

7. Alexander Korotin, Vage Egiazarian, Lingxiao Li, Evgeny Burnaev. Wasserstein iterative
networks for barycenter estimation. In Proceedings of the Neural Information Processing
Systems (NeurIPS), 2022. Volume 35. CORE A*, indexed by SCOPUS.

8. Arip Asadulaev*, Alexander Korotin*, Vage Egiazarian, Petr Mokrov, Evgeny Burnaev.
Neural optimal transport with general cost functionals. In Proceedings of the International
Conference on Learning Representations (ICLR), 2024. CORE A*, indexed by SCOPUS.
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9. Tim Dettmers*, Ruslan Svirschevski*, Vage Egiazarian*, Denis Kuznedelev*, Elias Frantar,
Saleh Ashkboos, Alexander Borzunov, Torsten Hoefler, Dan Alistarh. SpQR: A Sparse-
Quantized Representation for Near-Lossless LLM Weight Compression. In Proceedings of the
International Conference on Learning Representations (ICLR), 2024. CORE A*, indexed
by SCOPUS.

10. Vage Egiazarian*, Andrei Panferov*, Denis Kuznedelev, Elias Frantar, Artem Babenko, Dan
Alistarh. Extreme Compression of Large Language Models via Additive Quantization. In Pro-
ceedings of The Forty-first International Conference onMachine Learnings (ICML), 2024.
CORE A*, indexed by SCOPUS.

Reports at conferences and seminars

• Deep vectorization of technical drawings, poster presentation at 16th European Confer-
ence on Computer Vision (ECCV), Online, 2020;

• "Vectorization using deep learning," presentation at the seminar of the Association "Arti-
ficial Intelligence in Industry," Online;

• "DEF: Deep estimation of sharp geometric features in 3D shapes," poster presentation at
the SIGGRAPH conference, Canada, 2022;

• "Latent-space Laplacian pyramids for adversarial representation learning with 3D point
clouds," poster presentation at the VISAPP conference, Malta, 2020.

* - Equal contribution
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4 Dissertation Structure

The main part of the dissertation consists of four sections:
Section 5 describes the methodology for obtaining vectorization data. Methods for obtain-

ing both synthetic and real data necessary for training and evaluating vectorization models are
considered.

Section 6 presents a data processing system for 2D technical drawings aimed at obtaining
vector graphics. Methods and algorithms used to transform raster images into vector represen-
tations are described.

Section 7 describes a new method for generating high-quality three-dimensional objects.
Existing methods for generating three-dimensional data are discussed, and the general archi-
tecture and structure of the proposed new method are described.

Section 8 proposes a method for obtaining three-dimensional parametric curves from three-
dimensional objects. The efficiency of the developed method is compared to existing ap-
proaches.

5 Description of Data and Problem Statement

Vector representations are often used for technical drawings and three-dimensional models,
such as architectural plans, engineering drawings, 3D models of buildings and parts, etc. The
demand for vector representations is justified by several advantages. First, vector graphics are
scale-independent, much more compact, and, most importantly, support easy editing at the
primitive level. Another important advantage of vector representation is that it provides the
basis for a higher-level semantic structure (e.g., with sets of primitives hierarchically grouped
into semantic objects).

However, in many cases, vector representation is unavailable, and only the "raw" object is
accessible. In the two-dimensional case, this is a scanned image, and in the three-dimensional
case, it is often RGB-D images or point clouds. Examples of such scanned images include old
hand-drawn sketches, forwhich only a printed copy of the original source is available, or images
found in online collections. When the original vector representation of the document is unavail-
able, it is usually manually reconstructed based on scans or photographs. The conversion to a
vector representation is commonly referred to as vectorization.

There is a wide range of methods that often solve various variations of the vectorization
problem and are tailored to different types of input and output data. Most of them are not
based on machine learning approaches and apply algorithmic and optimization methods to
solve the vectorization task. However, such approaches typically have a number of drawbacks,
including a large number of hyperparameters, low processing speed, and little consideration of
the processing specifics of different types of images.
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Figure 1: Example from the DLD dataset: (a) original input image, (b) image cleaned from
background and noise, (c) final target mask with filled lines.

With the development of deep learning, the idea of using approaches from this field to solve
the vectorization task naturally arises. However, such methods also have their own limitations,
including the need for a large amount of training data. In the case of vectorization, a significant
amount of input and output data pairs are required for training neural networks.

Collecting real data is a laborious task that requires significant resources [24, 38]. Generat-
ing synthetic data is less resource-intensive, but the obtained data may significantly differ from
real data and contain domain shifts. This means that neural networks trained only on synthetic
data may perform poorly when applied to real data. Therefore, a good strategy is to use a com-
bination of synthetic and real data.

5.1 Description of Data for Two-Dimensional Drawings

There are severalways to obtain pairs of raster and vector images. One approach is to first collect
raster images and then trace the lines manually, thereby creating a vector representation. This
method is accurate in terms of matching the output vector representation to the input raster
image but is resource-intensive. In this case, the location and style of the vector image may
not correspond to the original drawing. Another approach is to start with a vector image and
render it into a raster image. This approach is cheaper and requires significantly fewer human
resources but does not necessarily create realistic raster images, as it is difficult to model the
degradation of real-world documents [21]. Due to these limitations, it was decided to use both
approaches.

The task of image vectorization can be divided into two parts: improving the quality of the
raster image to remove noise and artifacts, and obtaining pairs of clean raster and vector images.

To solve the problem of improving the quality of the raster image, a dataset of real technical
drawings (DLD) and a set of synthetic data were collected.

The real data consists of photos and scans of 81 floor planswith a resolution of∼ 1300×1000.
To prepare the raster and corresponding ground truth data, each image was manually cleaned
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Figure 2: (a) Vector image serving as the ground truth, and artifacts used for vectorization
performance evaluation. (b) Skeleton structure deviation. (c) Shape distortion. (d) Excessive
parameterization.

Figure 3: The examples of synthetic training data for our primitive extraction network.

by removing text, background, and noise, as well as enhancing the line structure by filling gaps
and sharpening edges (Figure 1).

The synthetic data includes 20,000 pairs of imageswith a resolution of 512×512. The ground
truth data were obtained by generating random mathematical primitives. The input images
were obtained by rendering the ground truth data onto one of 40 realistic scanned paper back-
grounds and degrading the rendering with random blurring, distortion, noise, etc.(Figure 2)

To obtain pairs of clean raster and vector images, the PFP vector floor plan dataset was cre-
ated, which includes 1554 architectural floor plans from the real world [35], and theABC vector
mechanical parts dataset containing 10,000 vector images of mechanical parts obtained from
the dataset [23] by projecting them onto a two-dimensional canvas using Opencascade [34]
(see Figure 3).

5.2 Description of Data for Three-Dimensional Objects

Three-dimensional objects have different representations, amongwhich themost common ones
are Point Clouds, RGB-D, Mesh, and CAD models. RGB-D and point clouds can be obtained
by measuring distance using 3D scanners (e.g., LiDARs, RGB-D cameras, and structured light
scanners) or computed using stereo matching algorithms. Mesh and CAD models are typi-
cally created by engineers or designers in professional software such as Blender, AutoCAD, etc.
Similar to two-dimensional data, there are several ways to obtain training samples for three-
dimensional models.

One approach, complex in implementation but allowing relatively inexpensive creation of
a large amount of data, is the use of generative modeling. Data created in this way are syn-
thetic and often less realistic, but they provide many opportunities for manipulation. Alterna-
tively, data can be extracted from CAD models or other representations (e.g., from the ABC
dataset [23]). These data are usually of higher quality compared to the results of generative
modeling, and they can provide not only input data but also ground truth. However, their vol-
ume is limited by the number of original models, and they also cannot model real distributions
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of real scanned data. Models trained on the above data may not always perform well on real
data due to domain shift. The most accurate, albeit most costly, way to obtain training data is to
scan real objects using LiDARs, RGB-D cameras, and structured light scanners [40].

Obtaining Data from CADModels
The data presented in [28] is derived from CADmodels [23] and constitutes a collection of

local patches and complete three-dimensional models at various resolutions: low, medium, and
high, as well as at different levels of noise.

To obtain the data, nv virtual cameras were set up with uniformly distributed positions on a
sphere around the object (using Fibonacci sampling [16]), with the z-axis pointing to its center
of mass. For each camera, a regular grid (image) of size 64×64 pixels (with r denoting the pixel
size) was created, and rays perpendicular to the grid were cast from each pixel corner. Thus,
patches of up to 4096 points were obtained (points outside the object were set to a background
value).

Given the camera parameters K,T , where K ∈ R2×3 is the intrinsic matrix transforming
point coordinates from camera coordinates to the image plane, and T ∈ R4×4 is the external
camera transformation matrix from camera coordinates to the global coordinate system [17],
selected points pij = (xij , yij , zij) (in homogeneous coordinates) could be associated with the
depth image I = (zcamij ), where zcamij = (KT−1pij)3 denotes the z-coordinate of point pij in
camera coordinates. Annotation images of distances to the object were created by computing
d = (dε(pij)) and recording the pair I, d as a training example. A value of 18 was chosen for
nv, and the dataset was augmented by rotating and shifting the grid of images during data
generation, while preserving the same orientation of the z-axis [28]. Thus, a training set was
obtained for 68 complete three-dimensional models at various resolutions.

6 Vectorization of Two-Dimensional Images

There are numerous methods for vectorizing images and drawings [30, 37, 12, 9, 3, 5, 2, 13, 15].
One of the most widely used methods for image vectorization is Potrace, which finds contour
of curves in the provided images[37]. Potrace can handle both colored and black and white
images. Some works use Potrace as a stage in their algorithms [31, 22]. Another set of works
is based on extracting a network of curves and cleaning up the topology [12, 3, 32, 5, 4, 33, 19]
[42, 20]. Thework by Ellis et al. [11] usesmachine learning to extract high-level representations
from raster sketches without aiming to precisely reproduce the geometry of primitives. Guo et
al. [14] focus on improving the accuracy of topology reconstruction. The algorithm by Gao et
al. [13] considers only simple data and uses a neural network for more accurate matching of
the geometry of curve segments.

Each of these methods addresses different versions of the vectorization problem and works
with different types of input and output data. Some algorithms can handle noisy data, while
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Figure 4: Overview of the presented vectorization method. In the initial stage, the input im-
age is cleaned using a deep convolutional neural network. Then the clean result is divided into
patches, and for each patch, the placement of primitives is estimated using a deep neural net-
work. Next, the primitives in each patch are refined through iterative optimization. At the final
stage, patches are merged into a single vector image.

others require clean input; some methods can process colored images, while others cannot.
Different methods yield different sets of mathematical primitives as output.

Although different applications have different requirements, overall "good" vectorization
adheres to the following requirements:

• Well approximate the input image semantically or perceptually;

• Avoid vectorizing noise and handle artifacts;

• Minimize the number of primitives used, creating a compact and easily editable represen-
tation.

Themethod proposed by the author of this dissertation [10] focuses on vectorizing technical
images. The developed system (Figure 4) takes a raster sketch as input and produces a set of
graphic primitives, such as line segments and quadratic Bezier curves, with width.

The method consists of the following steps:

1. Preprocessing of raster images. At this stage, a pre-trained neural network removes noise,
corrects contrast, and fills in missing parts of the image.

2. Initial primitives estimation. The cleaned image from the previous step is divided into
fragments, and initial parameters of primitives are estimated for each fragment using a
neural network.

3. Optimization of primitive parameters. Refinement of primitive parameters occurs by
aligning them with the cleaned raster.
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Figure 5: Example of image preprocessing: (a) original raw image, (b) result from [38], (c)
result from our model.

IoU,% PSNR
[38] 49 15.7
Ours 92 25.5

Table 1: Comparison of data cleaning with [38].

4. Post-processing. Predictions from all fragments are combined, and redundant primitives
are removed.

Let’s now consider each step in more detail.

6.1 Preprocessing of images

The goal of preprocessing is to clean raw input data by removing noise, filling in missing parts
of lines, and setting the background to white. This task can be considered as an image seg-
mentation problem into two classes, where one class represents the background and the other
represents everything else. Following the ideas of [24, 38], the work utilizes the U-net archi-
tecture [36], which is widely used in segmentation tasks. The model is trained on synthetically
generated data and fine-tuned on real data described in Section 5. Binary cross-entropy loss
function is used. Comparisons with the method of [38] are presented in Table 1, and an exam-
ple of the work is shown in Figure 5.

6.2 Initial primitives estimation

First, the cleaned raster image obtained from the previous stage is divided into patches. Then,
the parameters of primitives for each patch are independently initialized using a neural net-
work. The neural network consists of an encoder based on ResNet [18] and a sequence of ndec

transformer blocks [39].
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Each patch Ip ∈ [0, 1]64×64 is encoded using the encoder network X im = ResNet (Ip), and
then the feature embeddings of primitives Xpr

i are decoded using the transformer blocks (1).

Xpr
i = Transformer (Xpr

i−1, X
im) ∈ Rnprim×demb , i = 1, . . . , ndec. (1)

At the output, we obtain a set of parameters nprim of size demb. The maximum number of
primitives is determined by the size of the 0-th embedding Xpr

0 ∈ Rnprim×demb , initialized with
positional encoding as described in [39].

More than 97% of patches in the training dataset contain no more than 10 primitives. Based
on this, it was decided to fix the maximum number of predicted primitives at ten and filter
out any additional ones. To obtain the coordinates of control points and the width of prim-
itives Θ = {θk = (xk,1, yk,1, . . . , wk)}

nprim
k=1 and the confidence values that the primitive exists

p ∈ [0, 1]nprim , the last obtained feature embedding is passed to a fully connected block. If the
width or confidence value is less than a threshold (typically set to 0.5), the primitive is dis-
carded.

To predict primitive parameters, a neural network was trained using a loss function that
evaluates the accuracy of simultaneously solving multiple tasks: binary entropy for confidence
values and a weighted sum of parameter deviations with (L1) and (L2) losses. Since this loss
function is not permutation-invariant regarding the primitives and their control points, the end-
points in primitives and the primitives themselves are sorted lexicographically.

L
(
p, p̂,Θ, Θ̂

)
=

1

nprim

nprim∑
k=1

(
Lcls (pk, p̂k) + Lloc

(
θk, θ̂k

))
, (2)

Lcls (pk, p̂k) = −p̂k log pk − (1− p̂k) log (1− pk), (3)
Lloc

(
θk, θ̂k

)
= (1− λ) ‖θk − θ̂k‖1 + λ‖θk − θ̂k‖22. (4)

6.3 Primitive parameters optimization

The neural network for predicting primitives minimizes the mean squared error, but even with
a small average deviation, individual estimates can be inaccurate. To refine the primitive pa-
rameters, a functional (5) has been developed, which aligns primitives to the raster image.

Θref = argmin
Θ

E (Θ, Ip) . (5)

For each primitive, an optimization functionalwas defined that consist of the sumof three terms:

E
(
Θpos,Θsize, Ip

)
=

nprim∑
k=1

Esize
k + Epos

k + Erdn
k , (6)

whereΘpos =
{
θpos
k

}nprim
k=1

— is a primitive parameter,Θsize =
{
θsize
k

}nprim
k=1

—size parameter, and
θk =

(
θpos
k ,θsize

k

).
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The positions of the line are defined by the coordinates of its midpoint and its inclination
angle, while the size is determined by its length and width. In the case of an arc, the midpoint
is defined as the intersection of the curve and the bisector of the angle between the segments
connecting the midpoint and the endpoints. The lengths of these segments and the inclination
angles connecting the “midpoint” with the endpoints are also utilized.

Interaction of Charges. Various parts of the functional are based on the energy of interaction
between unit point charges r1, r2, defined as the sum of near and far-field potentials.

ϕ (r1, r2) = e
− ‖r1−r2‖

2

R2c + λfe
− ‖r1−r2‖

2

R2
f , (7)

The parameters Rc, Rf, λf are chosen experimentally.
The interaction energy between a uniformly positively charged region of the i-th primitive

Ωk and a grid of point charges q = {qi}
npix
i=1 at the centers of pixels ri is determined by the

following equation:

Ek (q) =

npix∑
i=1

qi

∫∫
Ωk

ϕ (r, ri) dr
2
. (8)

In the case of curves, it is approximated by the sum of integrals over segments of a polyline that
straightens the curve.

The proposed functional utilizes three different charge grids, encoded as vectors of length
npix: q̂ represents the raster image with charges set to pixel intensities, qk represents the ren-
dering of the i-th primitive with its current parameter values, and q represents the rendering
of all primitives in the patch. The sets of charges qk and q are updated at each iteration.

Let’s examine in detail formula (6), which consists of three components.
The first component is responsible for expanding and shrinking the primitive to cover filled

pixels (with the primitive’s position fixed):

Esize
k = Ek ([q − q̂]� ck + qk � [1− ck]) . (9)

The weight ck,i ∈ {0, 1} ensures coverage of the continuous raster region, following the shape
and orientation of the primitive.

The second component is responsible for aligning primitives of fixed size.

Epos
k = Ek ([q − qk − q̂]� [1+ 3ck]) . (10)

The last component is responsible for collapsing overlapping collinear primitives; for this term,
λf = 0 is used:

Erdn
k = Ek

(
qrdn
k

)
, qrdn

k,i = exp
(
− [|lk,i ·mk,i| − 1]2 β

)
‖mk,i‖, (11)

where lk,i —the direction of the primitive at its nearest point to the i-th , mk,i =
∑

j 6=k lj,iqj,i

— the sum of directions of all other primitives, weighted relative to their "presence", and β =

(cos 15◦ − 1)−2 is chosen experimentally.
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Figure 6: Qualitative comparison on a scan of a real floor plan. IoU / #P with the best result are
highlighted in bold. Primitives are shown in blue color with orange endpoints overlaying the
cleaned raster image.

An approximate solution for formula (5) can be obtained by considering each energy term
Epos

k , Esize
k , Erdn

k as dependent only on the parameters of the i-th primitive. This allows for
efficiently computing the gradient for the proposed functional, as it is necessary to differentiate
each term only with respect to a small number of parameters.

6.4 Experimental evaluation

To evaluate the algorithm’s performance, 15 test images from the DLD dataset were used. The
quantitative results of this evaluation are presented in Table 2, and the qualitative results are
shown in Figure 6. Additionally, a comparison was made on 40 images from the PFP dataset
and 50 images from ABC with resolutions of ∼ 2000 × 3000. The quantitative results on these
data are also presented in Table 2, and the qualitative results are shown in Figures 7 and 8.

As was previously mentioned, good vectorization should contain a small number of primi-
tives while still effectively approximating the input image. Based on the approximation quality
metrics on the PFP dataset, our vectorization system outperforms other methods, only being
surpassed in the number of primitives by the FvS model. In the case of the ABC dataset, de-
spite the PVF model outperforming our vectorization system in terms of IoU metric, its result
contains significantly more primitives.

PFP ABC DLD
IoU,% HD, px dM, px #P IoU,% HD, px dM, px #P IoU,% #P

FvS 31 381 2.8 696 65 38 1.7 63
CHD 22 214 2.1 1214 60 9 1 109 47 329
PVF 60 204 1.5 38k 89 17 0.7 7818
Ours 86/88 25 0.2 1331 77/77 19 0.6 97 79/82 452

Table 2: Quantitative vectorization results on PFP, ABC, and DLD datasets using various meth-
ods.
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Figure 7: Qualitative comparison on an image from the PFP dataset. The values of IoU / HD /
dM / #P with the best result are highlighted in bold. The endpoints of primitives are shown in
orange color.
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Figure 8: Qualitative comparison on an image from the ABC dataset. The values of IoU / HD /
dM / #P with the best result are highlighted in bold. The endpoints of primitives are shown in
orange color.

18



Conclusion

This section discusses a new method for vectorizing technical images using neural networks.
It involves cleaning the input image with a neural network based on the U-Net architecture,
initial estimation of primitives using a combination of ResNet and Transformer neural networks,
optimization of primitive parameters, and post-processing.

The proposed work significantly improves the quality of the resulting vector images of tech-
nical scans and reduces the number of hyperparameters thanks to the use of deep learning
methods and a new approach to optimization.

7 Generation of High-Quality Synthetic Data with Descriptions of
Three-Dimensional Objects

As was mentioned earlier, obtaining real data is a labor-intensive task, and training a neural
network requires a large amount of data (see section 5). A neural network trained on synthetic
data does not always perform well on real data due to domain shift. The problem of domain
shift can be addressed by fine-tuning on real data, making synthetic data more realistic, or
transforming real data to resemble synthetic data during inference.

The problem of collecting real data for vectorization is even more complex in three-
dimensional cases. Fine-tuning on real data still requires a large amount of data relevant to
the task. An alternative approach of training on synthetic data that approximates real data al-
lows for the use of an unpaired dataset of synthetic and real data. Such a dataset can be collected
using open sources from the internet. As a result, it is possible to train a model that makes syn-
thetic datamore realistic or vice versa. Therefore, it was decided to study the issue of translating
one distribution into another in three-dimensional space using the standard task of generating
three-dimensional point clouds from noise.

Generating three-dimensional data is a complex task. A recent trend is the use of data-
driven generation methods such as deep generative models [1, 25, 6]. Most methods operate
only on coarse three-dimensional geometry (low resolution) because high-resolution three-
dimensional shapes require significant computational resources for processing and are chal-
lenging to train. To generate high-resolution data, a new deep cascadedmodel called Laplacian
Pyramid in Latent Space GAN (LSLP-GAN) was developed [10].

The proposed model (illustrated schematically in Figure 9) for training using three-
dimensional point clouds is based on works on latent GANs [1] and Laplacian GANs [8]. In
[1], it was proposed to train GANs not in the space of point clouds but on latent codes obtained
using an autoencoder. Laplacian GANs [8] address the challenge of training high-resolution
objects by cascading image synthesis using a series of generative networks G0, . . . , Gn, where
each network Gk learns to generate high-frequency residual images rk = Gk(U(Ik+1), zk), with
Ik being the reconstructed image obtained fromGk−1. Thus, the image at stage k is represented
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Figure 9: The proposed multi-stage Generative Adversarial Network (GAN) module over a
latent space.

as follows:
Ik = U(Ik+1) +Gk(U(Ik+1), zk), (12)

where U(·) is the up-sampling operator, and zk is the noise vector. Since modeling high-detail
three-dimensional point clouds is challenging due to the high dimensionality, the idea of [8]
was adopted to start with a low-detail (but easily constructible) model and break down the
generation task into a sequence of simpler stages, each aimed at gradually increasing the level
of detail.
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Figure 10: Detailed schematic of our Laplacian pyramid in the latent space.

From the space of three-dimensional shapes {Rnk×3}Kk=1, corresponding latent code spaces
{Rdk}Kk=1 were constructed using trained point cloud autoencoders {(fk, gk)}Kk=1. The autoen-
coder (fk, gk) is trained using a resolution of nk point clouds, which increases as k grows. After
training the autoencoders, their parameters were fixed, and hidden codes were extracted for
point clouds in each of the three-dimensional shape spaces.

Laplacian Pyramid in Latent Code Space
The system takes as input a point cloudXk−1 ∈ Rnk−1×3. The goal is to transition fromXk−1 to
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Xk, i.e., to increase the resolution from nk−1 to nk = 2nk−1 by generating additional points on
the shape’s surface (see Figure 10).

51
2

10
24

20
48

One class Many classes

Figure 11: Examples of shapes synthesized using our LSLP-GANmodel. Left: airplanes, chairs,
and tables synthesized using our single-class models. Right: samples of three-dimensional
shapes synthesized using our multi-class model.

The processing of the input point cloud begins with a simple interpolation operator U(·).
The process of obtaining the coarse point cloud X̃k = U(Xk−1) occurred as follows: for each
point x ∈ Xk−1, a new instance x̃ = 1

m

∑
i∈NN(x) xi was created, where NN(x) is a set of m

nearest neighbors of x in the Euclidean space Xk−1 (in the work, m = 7 neighbors, including
x, were used), which was added to the point cloud. This procedure constitutes a simple linear
interpolation and generates nk points close to the real surface.

However, the computed point cloud X̃k usually contains distorted points, and it was consid-
ered only as an approximation to our desired shapeXk. The coarse point cloud X̃k wasmapped
using fk to a hidden code h̃k = fk(X̃k), which is assumed to deviate slightly from the manifold
of hidden representations due to interpolation error in X̃k. To compensate for this error in the
latent space, an additional correction rk for h̃k was computed using the generative networkGk,
resulting in the corrected code hk = h̃k + rk = h̃k + Gk(h̃k, zk). Decoding hk is done using gk,
thereby obtaining the refined point cloud Xk = gk(hk)with resolution nk.

The complete procedure in the latent space represents a series of connections:

hk = fk(U(Xk−1)) +Gk(fk(U(Xk−1)), zk), (13)

which is analogous to the Laplacian pyramid in the latent space (12). This procedure was
named Latent-Space Laplacian Pyramid GAN (LSLP-GAN).
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g0
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latenth0
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coarse eXk
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<latexit sha1_base64="g/rIeQE1BljnfX0cwJf/uU9iyG4=">AAAB9XicbVBNSwMxEM36WetX1aOXYBE8ld0q6LGoB48V7Ae0a8mm0zY0m12SWbUs/R9ePCji1f/izX9j2u5BWx8MPN6bSWZeEEth0HW/naXlldW19dxGfnNre2e3sLdfN1GiOdR4JCPdDJgBKRTUUKCEZqyBhYGERjC8mviNB9BGROoORzH4Iesr0ROcoZXu2whPmF4ztE/guFMouiV3CrpIvIwUSYZqp/DV7kY8CUEhl8yYlufG6KdMo+ASxvl2YiBmfMj60LJUsRCMn063HtNjq3RpL9K2FNKp+nsiZaExozCwnSHDgZn3JuJ/XivB3oWfChUnCIrPPuolkmJEJxHQrtDAUY4sYVwLuyvlA6YZRxtU3obgzZ+8SOrlkndaKt+eFSuXWRw5ckiOyAnxyDmpkBtSJTXCiSbP5JW8OY/Oi/PufMxal5xs5oD8gfP5Ax4Ikuk=</latexit>

(optional initialization)
<latexit sha1_base64="ehwyvkgP5R4gNocSdU/HwkGBKNY=">AAACCXicbVC7TsMwFHV4lvIKMLJYVEhlqZKCBGMFC2OR6ENqo8px3daq40T2DaJEXVn4FRYGEGLlD9j4G5w0A7QcydLxOefq6h4/ElyD43xbS8srq2vrhY3i5tb2zq69t9/UYawoa9BQhKrtE80El6wBHARrR4qRwBes5Y+vUr91x5TmobyFScS8gAwlH3BKwEg9G3eB3UNSDqP0TwTmkgMngj9kgZNpzy45FScDXiRuTkooR71nf3X7IY0DJoEKonXHdSLwEqKAU8GmxW6sWUTomAxZx1BJAqa9JLtkio+N0seDUJknAWfq74mEBFpPAt8kAwIjPe+l4n9eJ4bBhZdwGcXAJJ0tGsQCQ4jTWnCfK0ZBTAwhVJkKKKYjoggFU17RlODOn7xImtWKe1qp3pyVapd5HQV0iI5QGbnoHNXQNaqjBqLoET2jV/RmPVkv1rv1MYsuWfnMAfoD6/MHZ3eaxw==</latexit>

Figure 12: Complete architecture of the LSLP-GAN model. The network takes or generates
an initial point cloud X0 and processes it through a series of K trainable steps. Each step (1)
increases the input resolution using the non-trainable operator U , (2) encodes the up-scaled
version in the latent space using fk, (3) performs correction of the hidden code using conditional
GAN Gk, and (4) decodes the corrected hidden code using gk.

Training GANs on Latent Codes
A series of generative adversarial networks {(Gk, Dk)}Kk=1 were trained on the latent codes.

The generator Gk synthesizes "residuals" rk in the latent space based on the input h̃k, while
the discriminator Dk distinguishes between real hidden codes hk ∈ Rdk and synthetic ones
h̃k + Gk(h̃k, zk). It is noteworthy that each (except the first) generative adversarial network
takes the coarse latent code h̃k and can be considered as a conditional generative adversarial
network (CGAN) [29].

Examples of generated objects can be seen in Figure 11.

Conclusion

This section presented a new method for multi-level generation of three-dimensional point
clouds using a generative adversarial neural networks. The generative networks operate in the
latent space of an autoencoder, generating increments that gradually increase the number and
correct arrangement of points in the output model.

Thanks to the multi-level approach, this method can be applied not only for generating ob-
jects from noise, but also for enhancing the input point cloud. Specifically, this method can
generate synthetic data close to real data to reduce domain shift during training. The proposed
model can also be used as a standalone module to improve the point cloud obtained from the
depth image of scanned objects for more accurate depth image vectorization. The effectiveness
of these approaches for improving vectorization is a subject for future research.

Additionally, another application of the method can be the generation of vector graphics
from noise. This generation occurs in two stages: first, a point cloud is generated, and then the
vectorization method is applied.

22



8 Vectorization of Three-Dimensional Objects

Vectorizing three-dimensional objects, analogous to two-dimensional vectorization, involves
representing objects and their connections using mathematical primitives. The most common
examples are Computer Aided Design (CAD), object skeletons, and parametric curves.

This section will discuss a method for extracting parametric curves from scanned three-
dimensional objects. The input consists of depth images of the object from various viewpoints,
and the output is three-dimensional splines describing the input object. The method consists of
two parts: obtaining an estimated distance field of geometric features and extracting parametric
curves based on this information.

To obtain the distance field, a U-Net neural network based on ResNet-152 was used to solve
the regression task of predicting the truncated distance field to special curves on the depthmap.
The proposed new approach then combined these predictions to produce estimated distance
fields on full three-dimensional models [28].

The extraction of parametric curves utilizes the information from the estimated distance
fields obtained earlier with Deep Estimators of Features (DEFs) [28] and involves a local clas-
sifier for detecting corner vertices, constructing a graph structure, and spline approximation.

The algorithm is based on the method described in the paper [27]. The overall structure of
the approach is preserved, but significant improvements have been made to automate its oper-
ation, increase stability, and improve the quality of the obtained results. These improvements
were achieved through the following changes:

• using a different criterion for detecting corners and endpoints of curves in (14), (17);

• a more reliable stage of polyline construction based on k nearest neighbors and a different
optimization functional in (19);

• adding a post-processing method in (21).

Figure 13 provides a visual illustration of the differences between the two algorithms. As
seen in this figure, the proposed algorithm handles complex three-dimensional objects better
and is less prone to generating outliers.

8.1 Description of the Developed Method for Obtaining Three-Dimensional Para-
metric Curves

The proposed method includes several stages:

• Initialization,

• Corner Detection,

• Curve and Corner Segmentation,
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Figure 13: The proposed method improves corner detection (line 1) and can resolve complex
curves (line 2), whileWireframes occasionally produce curveswith significantly large deviations
from the ground truth.

• Curve Graph Extraction,

• Spline Approximation and Optimization,

• Post-processing of representations obtained based on splines.

Figure 14 presents a visual scheme of our algorithm’s operation. Below, each of these stages
will be examined in more detail.

8.1.1 Initialization

At this stage, a subset of points is selected from the initial point cloud P , that consists of points
with estimated distance to nearest sharp features d̂ less than the threshold dsharp. To further
reduce the number of points, the Poisson disk sampling [7] method was used, leaving only
10% of points. As a result, a subset of points Psharp was obtained.

8.1.2 Corner Detection

At this stage, anchor points were selected from Psharp using the farthest point method. 20% of
points from Psharp were used as anchor points. Then setsBi were constructed, containing points
located in overlapping Euclidean balls with a radius of Rcorner, centered at anchor points and
covering Psharp.
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Each of these local sets Bi was approximated by its ellipsoidal shape by computing the
principal components (PCA) on the points of the set and obtaining the vector of variances
(λ1, λ2, λ3), such that λ1 6 λ2 6 λ3 and ∑3

k=1 λk = 1, describing the lengths of the ellip-
soid axes. For each specific set Bi, the obtained vectors were used to compute the normalized
aggregation of the quadratic distance using the following expression:

Λi =

3∑
k=1

∑
j∈Ni

(
λi
k − λj

k

δij

)2

, (14)

whereNi is the set of indices of setsBj nearest to setBi, and δij is the Euclideandistance between
the anchor points of sets Bi and Bj .

Next, the problem of assigning the local set Bi to clusters of points, belonging to corners, is
solved. This is done by comparing Λi with the threshold Tvariance, and labeling Bi as either a
corner set or a curve type set:

Bcorner = {Bi |Λi > Tvariance},

Bcurve = {Bi |Λi 6 Tvariance}.
(15)

By varyingNi, Tvariance, andRcorner within small ranges, 60 combinations of classifications were
obtained. Then, based on the proportion of corner classifications in a specific set Bi, the proba-
bility that this set is a corner was calculated.

To extend the classification to all points, the k nearest neighbors method with k = 50 was
applied. Thus, for each point, a value 0 6 w(p) 6 1 was obtained.

To determine the corner points a threshold value Tcorner is applied:

Pcorner = {p ∈ Psharp : w(p) > Tcorner}.

8.1.3 Segmentation of curves and angles

For curve segmentation, two sets of points were used: Pcorner, containing corner points, and
Pcurve = Psharp\Pcorner, containing points that are not corners. Both of these sets were processed
to extract clusters that define individual corners and curves respectively.

For distinguish points belonging to separate curves, a dense graph was constructed using
the k-nearest neighbors (kNN)method. All points in the set Pcurve that were within a distance r
(refer to Equation (16)) were connected to each other. The resulting graph was partitioned into
connected components to obtain separate clusters of points corresponding to different curves.

r︸︷︷︸
sampling
distance

× n︸︷︷︸
num. samples
per feature

= l︸︷︷︸
characteristic
spatial size

× s︸︷︷︸
scaling
factor

, (16)
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Figure 14: At the initial stage (a), thresholding is applied to the distances to obtain a subset
Psharp, which is then used for angle probability estimation (b) and curve segmentation (black
clusters correspond to detected corner neighborhoods) (c). Next, the detected corners and
curves allow the construction and optimization of the curve graph (d). In the final stage, the
curve graph is transformed into a set of parametric curves (e), reflecting the geometry of the
original shape (f).

The connected component defines one of the ncurve curves, and all of them constitute a set of
point clusters corresponding to each curve:

Pcurve =
{
Pc ⊆ Pcurve | ∀p ∈ Pc ∃q ∈ Pc, p 6= q : ‖p− q‖ 6 r

}ncurve
c=1

.

For corner points Pcorner, the procedure is similar. Clusters of corners Pcorner are extracted by
partitioning the connected components of detected corner sets.

8.1.4 Curve Graph Extraction

From the segmentation obtained in the previous step, a curve graph corresponding to Psharp is
constructed. This procedure consists of the following steps:

• detection of endpoints for each curve, based onwhich curves are defined as open or closed;

• approximation of each curve by the shortest polyline;

• connecting the fitted polylines, corners, and endpoints into a complete curve graph;

• refinement of the positions of endpoints and corners.

Below, we will look at each of these steps in more detail.
Detection of Endpoints for Each Curve. To detect endpoints of the segmented curve clus-

ter Pc, an endpoint detector based on the neighborhood, similar to the corner detector, is con-
structed. Then, Euclidean neighborhoods Ei with a radius Rendpoint, centered at anchor points
pai chosen from Pc, are constructed, and their approximation by a line is computed by perform-
ing PCA on the points in Ei and reducing its dimensionality to one principal component. Then
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each point p ∈ Ei is parameterized by one coordinate t(p) obtained from PCA. To determine the
endpoints of the curve, the fraction of points p ∈ Ei with parametric coordinates t(p) greater or
less than the parametric coordinate tai of the anchor point pai is computed:

Vi =
∣∣∣ 1

|Ei|
∑
p∈Ei

sign(t(p)− tai)
∣∣∣, (17)

where pai is considered an endpoint if Vi is greater than the threshold value Tendpoint. Vi = 0

corresponds to a fully symmetric case, while Vi = 1 indicates a strong predominance of points
on one side of the anchor point. If there is only one such anchor point for the curve cluster Pc,
the anchor pai with the second largest value of Vi is selected as the second endpoint; if more than
two endpoints are detected, the two farthest points are chosen; if endpoints are not detected,
the curve is considered closed.

Approximation of Each Curve by the Shortest Polyline. For an open curve, a graph is
created using the k-nearest neighbors method by connecting all anchor points of the curve pai

from Pc that are within a distance not exceeding twice the average sampling distance from each
other. The polyline is initialized by finding the shortest path in such a graph between the de-
tected endpoints using Dijkstra’s algorithm.

For a closed curve, three points with the greatest spread are chosen from the cluster and
connected. Then the remaining polyline points are found using a splitting strategy. Candidates
for splitting are determined by computing psplit:

psplit = arg max
pi∈Pc

∣∣d̂i − ‖pi − min
l

πl(pi)‖
∣∣ (18)

for points pi from the current curve cluster Pc ∈ Pcurve, where minl π
l(pi) is the projection of pi

onto the nearest polyline segment l. To continue the splitting, the absolute difference between
the estimates distance to the nearest sharp features d̂i and the actual distances |pi − πl(pi)| is
compared with the threshold value Tsplit; for candidates psplit exceeding this value, we split
the polyline, assigning psplit as new vertices of the polylines and splitting the corresponding
segment into two.

Connecting Fitted Polylines, Corners, and Endpoints into a Complete Graph. The de-
tected endpoints of open curves are replaced with the corresponding nearest centers of corner
clusters. Thus, a final curve graph G(q, e) is obtained, defined by the positions of nodes q and
the connections e between them.

Refinement of the Positions of Endpoints and Corners. Formula (19) is used for optimiz-
ing the positions of nodes:

min
q

( 1

|Psharp|
∑

p∈Psharp

|d̂(p)−
∣∣p− πG(q,e)(p)

∣∣| − ∑
q∈l[G(q,e)]

cos q
)
, (19)

where πG(p) is the projection of point p onto the nearest edge in the curve graph G, and∑
q∈l[G(q,e)] cos q is the sum of cosines of angles between consecutive edges incident to node
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q, computed only for the set of nodes l[G(q, e)] having exactly two incident edges. The second
term represents polyline stiffness, which prevents sharp angles between edges. Optimization
helps to determine the positions of graph nodes more accurately, especially at intersections of
multiple curves, while the stiffness term makes polyline segments straighter. Upon completion
of this step, the final positions of corners are determined as the coordinates of graph nodes with
more than two incident segments.

8.1.5 Spline Approximation and Optimization

To approximate splines, it is necessary to obtain a consistent parametrization for each character-
istic curve. This is achieved by partitioning the curve graph into shortest paths between nodes
of degree not equal to 2, where each path serves as a proxy for a curve, determining the param-
eter coordinates of points along the characteristic curve. For path g, represented as a sequence
of graph nodes qg = {qi}|g|i=1, a set of nearest points Pg ∈ Psharp is obtained, then projections
πg(pi), pi ∈ Pg are computed, and parameter values ug = {ui}

|Pg |
i=1 are obtained as the cumula-

tive sum of norms πg(pi) along path g. At the same time, nodes tg are computed as uniformly
distributed parameters; the number of nodes is determined as max

(
5, |g|2

)
.

Approximating path gwith a spline sg results in a set of control points cs, defining the precise
shape of the spline curve. After spline approximation, the point Ps(cs) = γ(ug, Pg, tg, cs) on
spline curve sg is evaluated. These points ideally should be as distant from point cloud Pg as
implied by distance field d̂. To ensure this property, control points are optimized to fit the spline
to distance values:

min
c

|Pg |∑
i=1

(
d̂i − ‖pi − γ(ui, pi, ti, c)‖

)2
, (20)

where pi ∈ Pg, d̂i is the corresponding distance value, and γ(ui, pi, ti, c) is the point correspond-
ing to pi evaluated on spline sg. Additionally, constraints are imposed on spline endpoints to
match the polyline endpoints.

The described steps are analogous for closed curves: spline endpoints must meet at a single
point, and tangents at endpoint positions must be equal.

8.1.6 Post-processing of Spline-Based Representations

To improve the final result, a post-processing procedure is applied. After this procedure, only
curves that fit well the original point cloud remain. The quality of describing a curve from the
original point cloud is determined using a quality metric, which is calculated as the F1 score
of Chamfer distances between selected curves and Psharp, and vice versa (21). The lower this
score, the better.
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Figure 15: The result of the proposed method for full 3D vectorization with DEF

CDX→Y =
1

NX

∑
x∈X

inf
y∈Y

‖x− y‖2,

F1(Tmetric) =
2 · 1(CDX→Y 6 Tmetric) · 1(CDY→X 6 Tmetric)
1(CDX→Y 6 Tmetric) + 1(CDY→X 6 Tmetric)

,

(21)

where CDX→Y is the Chamfer distance from the set of points X to the set of points Y , 1 is the
indicator function, and Tmetric is the threshold used to convert real distances into hard 0-1 labels.
When using this metric for post-processing, Psharp is defined as one of the sets of points, while
the other set represents a discretized set of curves.

Initially, this metric is computed using all curves. Then, each curve is sequentially excluded
from the calculation, and the metric is computed again. If, after this, the distance increases or
remains the same, the previously excluded curve remains in the final set of curves. Otherwise,
the curve is removed.

To conclude the post-processing procedure, curve filtering based on their length is applied.
This process involves detecting connected sets of curves, for each of which the number of curves
forming it is counted, and the total length of all curves in it is calculated. Then, all curves with
a computed length less than a threshold are removed.

The illustration of the complete vectorization system is presented in Figure 15.

8.2 Evaluation of the Proposed Approach

To test the described approach, the vectorization method is run on complete 3D models sam-
pled using nv = 128 views. After setting the parameters, the method was run without manual
intervention. The outputs of the method are (1) spline curve parameters and (2) coordinates
of endpoints of straight lines.
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Figure 16: A qualitative comparison of the performance of the proposed method DEF with the
results of PIE-NET (a) and PC2WF (b).

For evaluating the model quality, the system was tested on the test set of 68 complete 3D
models (DEF-Sim). For comparison, the methods PIE-NET and PC2WF were also run on the
same dataset, and the obtained results were compared with true parametric curves. To com-
pute the metrics, point clouds were obtained by sampling the predicted curves and lines, as
well as the set of true curves. Chamfer, Hausdorff, and Sinkhorn distances were computed be-
tween predictions and ground truth for the obtained point clouds. The aggregated statistical
evaluation of the metrics for our method and PIE-NET is provided in Table 3. The qualitative
comparison is presented in Figure 16.

Table 3: Comparison of parametric curves obtained using DEF and PIE-NET.

Method CD ↓ HD ↓ SD ↓

PIE-NET [41] 0.97 2.19 0.84

DEF (Ours) 0.04 0.55 0.05

Compared to PIE-NET, DEF detects more instances of curves, and thanks to the predicted
distance field, the fitting procedure depends not only on point positions but also has no issues
with sampling. DEF can fit curves of various types, while PC2WF is designed only for straight
lines.

Additionally, it was demonstrated that the proposed vectorization system outperforms the
method it is based on (Wireframes). The qualitative comparison is presented in Figure 13. Im-
proved corner detection and polyline construction based on k nearest neighbors allow the de-
velopedmethod to handle cases of close corners and complex curves. The topology of the curve
graph guides the curve fitting stage, and if this topology is inaccurate, it can lead to incorrect
curves, as seen in the output ofWireframes.
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Conclusion

This section presented a method for vectorizing depth images to obtain a parametric repre-
sentation of a three-dimensional object. In this context, the vector representation of a three-
dimensional object is a wireframe, represented by parametric curves.

To obtain the parametric curves, a U-Net-based neural network was applied to each input
depth image to predict the distance to sharp features lines. The resulting predictions were then
combined into a three-dimensional distance field. Based on this field, parametric curves were
extracted, thereby producing a vector representation of the input object.
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9 Conclusion

This research is dedicated to the development of methods for solving vectorization tasks of
two-dimensional images and depth images for three-dimensional objects using deep learning.
To address this task, deep learning methods and optimization algorithms specifically adapted
for vectorization tasks of two-dimensional technical drawings and three-dimensional models
were developed and applied. Relevant data, including synthetically generated and real images
and 3D shapes, were collected and preprocessed, enabling the creation of datasets necessary
for training and evaluating the developed models. Neural networks and optimization methods
were then developed to accurately and efficiently vectorize input objects.

Within this research, the following results were obtained:

• A method was proposed for obtaining high-quality geometric data for two-dimensional
and three-dimensional objects;

• A new system was developed for vectorizing raster images of technical drawings;

• An algorithm was developed for reconstructing parametric models that describe special
curves of three-dimensional shapes.

The results of our research represent a significant contribution to the field of deep learn-
ing and object vectorization. The developed algorithms achieved high accuracy and efficiency
in solving object vectorization tasks. The presented models demonstrate the ability to extract
mathematical primitives and relationships between them, representing objects as accurate vec-
tor representations. The developed algorithms have great potential for application in various
fields, including recognition and analysis of technical drawings, automatedmodeling, and edit-
ing of three-dimensional objects.

Future research could delve into the study of alternative neural network architectures, the
development of more sophisticated optimization methods, and the consideration of other types
of data for vectorization. It is also important to continue working on improving the quality and
generalization ability of models.

This research represents an important step towards the development of efficientmethods for
object vectorization using deep learning. The developedmethods open up new perspectives for
various applications and further research, stimulating the advancement of the field as a whole
and making a significant contribution to the scientific community.
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