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Glossary 

Fraud monitoring is an automated system for analyzing transactions aimed at 

preventing fraudulent activity and protecting users' funds and personal data 

The effectiveness of fraud detection method is a set of specific characteristics 

that allow evaluating the ability of the method to prevent fraudulent actions. 

Within the scope of research, this term can be applied to a specific algorithm or 

fraud monitoring system. 

Machine Learning - methods based on the identification of empirical regularities 

in data. Mathematical statistics, numerical methods, mathematical analysis, 

optimization methods, probability theory, and graph theory are used to develop 

such methods. 

Feature – is a characteristic or attribute that describes an object or data. Features 

are used to represent information about objects and serve as the basis for training 

machine learning models. 

Data classification - is the process of assigning objects to different categories or 

classes based on specific features. 

Data enrichment - is the process of adding information or attributes to existing 

data. This process may involve the use of external data sources, data analysis, and 

data transformation. 

Banking operation - is a financial transaction that occurs between a bank and its 

clients. It includes various types of actions, such as money transfers, opening and 

closing accounts, issuing loans, debt repayment, and more. 

Insurance claim - is a request or demand made by the policyholder to the 

insurance company in the event of an insured incident. Within the scope of an 

insurance claim, the policyholder contacts the insurance company to seek 

compensation for losses, coverage of expenses, or payment of insurance benefits 

according to the terms of the insurance contract.  



1. Introduction 

1.1. Problem Statement and Research Significance 

The dissertation research focuses on the problem of enhancing the resilience 

of financial organizations against fraudulent attacks, which target both the assets of 

clients and the assets of the organizations themselves. Such attacks are referred to 

as financial fraud or simply fraud. In most cases, they are carried out by malicious 

individuals with the aim of illegally obtaining funds from clients or organizations. 

As stated in [1], financial fraud is a significant problem as it causes damage to both 

the economy of organizations and the economy of the state. Therefore, minimizing 

the consequences of fraudulent activities is one of the priority tasks for key 

participants in the financial sector: banks and insurance companies. 

The development of data storage and processing technologies has enabled 

financial organizations to keep track of transactions, customer data, and other 

information in internal databases. It has become possible not only to accumulate 

this information but also to utilize big data and artificial intelligence (AI) 

technologies for automated decision-making in various processes, including the 

detection of fraudulent activities [2]. In addition, retrospective analysis of events 

based on data has become widely applied in the field of information security [3]. 

The majority of financial institutions have started implementing automated systems 

for transaction analysis, commonly known as fraud monitoring systems. Their 

main purpose is to identify unlawful actions against clients or the organizations 

themselves. 

In the study [4] in section 6, financial fraud is classified into several types 

depending on the industry: banking, insurance, telecommunications, etc. Each 

industry has subtypes depending on the method of committing fraud. The proposed 

study examines the possibility of applying machine learning methods to enhance 

the effectiveness of combating fraud in two subtypes: banking with the use of cards 

in e-commerce and in auto insurance. 

The main object of research is machine learning methods, the adaptation 

and integration of which into anti-fraud processes will allow financial 

organizations to be more resilient to risks associated with fraudulent activities. 

The strategies employed by fraudsters in the examined subtypes may vary, 

but the challenges faced in applying machine learning methods are similar. These 

challenges include the class imbalance between fraudulent transactions and 

legitimate ones, as discussed, for example, in study [5], as well as the low 

interpretability of modeling results when using these methods [6].  

Additional complexity in detecting fraud is introduced by the behavior of 

fraudsters themselves. Over time, in their attempts to circumvent the security 

measures of banks or insurance companies, the behavior of fraudsters changes, and 

the response of experts in financial organizations does not always keep up with 

these changes. On the other hand, security experts may have their own biases when 



it comes to defining fraud indicators. For example, experts may assess the same 

fraud case differently. As a result, legitimate incidents may be mistaken for 

fraudulent ones because the expert makes an error due to unfamiliarity with a new 

scheme. For these reasons, in the data on fraud cases to which machine learning 

methods are applied, a phenomenon called "concept drift" [7] may occur, leading 

to the instability of machine learning models over time. 

The presence of these issues and significant losses from threats associated 

with the activities of fraudsters highlights the relevance of the task of improving 

the effectiveness of algorithms created to prevent fraud. 

1.2. Aims of the Thesis Research 

The main goal of the proposed research is to develop a method that allows 

for more effective detection of fraud cases in financial organizations by utilizing 

machine learning and transactional data. 

To achieve the goal, the following tasks were formulated: 

1. Development of a method for preparing data on fraud cases that allows 

reducing the negative impact on the quality of machine learning 

algorithms caused by factors such as changes in fraud scheme scenarios 

and subjective expert assessment. 

2. Development of new transaction attributes that have a positive impact on 

the effectiveness of fraud detection. 

3. Development of an algorithm that allows to increase the precision of the 

fraud monitoring system through automatic generation of decision-

making rules. 

4. Conducting experiments on real data to evaluate the effectiveness of 

fraud detection achieved through the proposed methods. 

1.3. Related Work 

In the period of 1980-1990, scientific research focused on fraud detection 

was limited to the use of simple statistical and econometric methods [8–10]. 

Currently, artificial intelligence, particularly machine learning methods, are 

increasingly being applied to solve such tasks. Fraud detection methods have 

become of interest to both commercial companies and the scientific community. If 

there were 16,000 scientific papers published on this topic in 2015, the number has 

increased by 1.5 times in 2021. 

Fraud detection algorithms can be divided into expert-based and statistical 

approaches. In the expert-based approach, fraud is detected based on rules created 

by experts, taking into account the analysis of typical fraudulent behavior in a 

manual manner. In the statistical approach, statistical methods, including machine 

learning models, are utilized to classify transactions as fraudulent or legitimate. 

Statistical algorithms, according to [11], can be divided into classification 

tasks, clustering tasks, and graph analysis. The first type helps to separate 

transactions into fraudulent and legitimate even when fraudsters disguise their 



activities as legitimate ones. The advantage of the second type of algorithms, 

although they may perform worse in recognizing disguised cases, lies in their 

ability to detect new events indicating fraudulent activities that have not been 

encountered in historical data. Graph analysis allows for considering the 

relationships between objects in a dataset. These three types of statistical 

algorithms focus on different aspects of fraud and complement each other. 

The problem of fraud detection from the perspective of machine learning is a 

classification problem with two non-overlapping classes [12]. The main focus of 

the dissertation research is to improve the quality of classification by addressing 

the issues of class imbalance and the variability of fraudulent behavior. 

Additionally, the research aims to create new feature representations of 

transactions (for banking fraud monitoring) and claims (for insurance fraud 

monitoring) using existing data. 

The effectiveness of classification depends on the quality of data and 

features [13,14]. In the study [13], where the classification results of various 

methods are compared on different datasets, all methods show decreased 

effectiveness on datasets with a large number of non-numeric features. By creating 

new feature representations in the research [14], the authors achieved greater 

improvement in effectiveness compared to transitioning from simple and 

interpretable statistical models to more complex ones. 

Some researchers argue for the higher effectiveness of statistical algorithms. 

For example, in the study [15], the effectiveness of fraud detection procedures 

based on expert rules is compared to the effectiveness of a neural network 

developed by the authors. The results demonstrate that the neural network 

outperforms the expert rules, detecting fraud by an order of magnitude and with 

higher accuracy. 

However, these methods can be used complementarily. For instance, in the 

study [16], combining a neural network focused on anomaly detection with an 

expert approach yields better results than using these two approaches individually. 

In the insurance industry, fraud detection is a challenging task, both through 

the use of expert approaches and statistical methods, including machine learning. 

This is emphasized in many works, including the research study [17]. An 

additional challenge is the limited access to fraud data. As noted in [18], there is 

only one comprehensive dataset available for research on fraud detection using 

machine learning methods. This situation hinders progress in the field of fraud 

detection and leads to low classification performance. 

To improve classification, various approaches are used. For example, in 

[19], an evaluation is applied that can vary depending on the duration of the claim 

and utilizes natural language processing. In [20] , the authors leverage the fact that 

fraudsters can distort questionnaire data, and when such an anomaly is detected, 

the insurance company can achieve an additional effect in reducing the level of 

fraud. Additionally, researchers strive to reduce the number of features used for 



classification and enhance result interpretability [21]. In the study [22] , the authors 

improve fraud detection performance in auto insurance by applying genetic 

algorithms. The issue of class imbalance in fraud detection in auto insurance is 

explored in [23]. 

A comparative table of research results obtained in different years for the 

task of fraud detection in insurance is presented in [24]. 

This current scientific study proposes to continue research aimed at 

improving the quality of classification in the task of fraud detection in the banking 

and insurance sectors. In this regard, a range of methods is considered, which are 

applied in the decision-making process regarding transactions or claims to identify 

fraudulent activities. 

1.4 . Novelty of the Research 

1. For the first time, a method is proposed to improve the effectiveness in fraud 

detection tasks by adjusting the target class using a neural network. This 

allows for data balancing for the use of machine learning methods and 

addresses concept drift issues. 

2. A new approach is proposed for combining traditional expert knowledge 

with machine learning in order to enhance the effectiveness of fraud 

monitoring systems. The method involves using composite parts of rules 

created by experts to generate new, more effective rules through machine 

learning techniques. 

3. Methods for creating new features for transactions and claims that improve 

the quality of fraud detection have been proposed. 

  



2. Key Results 

2.1. Key Ideas to be Defended: 

1. A method has been developed that addresses the issue of class imbalance 

when using machine learning methods, while also mitigating concept drift in 

the data caused by changes in fraudulent schemes or incorrect data labeling. 

This approach improves the separating power of the classifier by enhancing 

the quality of the training data. A detailed description of the method and the 

obtained results are published in [25]. 

2. An approach is proposed that enhances the effectiveness of fraud monitoring 

systems by creating new attributes for transactions and claims. In the banking 

sector, transactions are enriched by integrating customer purchase history 

into the training data for evaluating transfers between clients. Claims are 

enriched with features derived from the graph of connections between 

participants in insurance events. Descriptions of the approaches for creating 

new features are published in [26]. 

3. A method has been developed, based on machine learning approaches, that 

allows financial organizations to reduce false positives in their fraud 

monitoring systems by implementing automatically generated decision-

making algorithms for transaction evaluation. The method has been 

published in [27]. 

4. Methodologies for conducting experiments have been developed to assess the 

effectiveness of the proposed methods. A series of experiments has been 

conducted, the results of which demonstrate an improvement in the quality of 

fraud detection in the financial sector when using the developed approaches. 

 

2.2. Personal Contribution to the Ideas to be Defended 

During the dissertation research, the author developed an approach that 

enhances the effectiveness of applying machine learning methods by adjusting the 

expert labeling of data. 

Additionally, a process for generating decision-making algorithms has been 

proposed, which involves the joint application of expert and statistical approaches 

and allows for improved accuracy in fraud classification without sacrificing 

interpretability. Within the research framework, an algorithm for constructing an 

insurance claims graph and a method for extracting new data from it to enhance the 

effectiveness of machine learning methods have also been proposed. The study 

demonstrated that enriching banking transaction data with customer purchase 

history improves the classification quality when using machine learning methods. 

A series of experiments was conducted, and the results showed that the proposed 

approaches have the potential to enhance the effectiveness of applying machine 

learning methods and can be a valuable tool in the field of fraud detection, where 

accurate data classification is required.  
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4. Work content 

The results of the dissertation research are presented in the following sections: 

1. The use of machine learning methods in fraud detection tasks and 

approaches to assessing their effectiveness. 

2. Architectures of fraud monitoring systems and potential areas for their 

improvement. 

3. Preparation of data for training classifiers of fraudulent transactions and 

claims. 

4. Generation of new rules to improve the quality of the fraud monitoring 

system. 

5. Methodology for conducting experiments and research. 

4.1.  The use of machine learning methods in fraud detection tasks and 

approaches to assessing their effectiveness 

Fraud is understood as the situation of theft of funds from a client or financial 

institution by professional fraudsters.  

Fraud, according to [11], has the following specific features: 

1) compared to the frequency of legitimate operations, fraud occurs rarely; 

2) fraud is carefully thought out and planned; 

3) fraudsters try to disguise their activity as legitimate; 

4) the behavior of fraudsters changes over time; 

5) fraudsters often operate in organized groups. 

The assessment of transactions for fraud using machine learning methods is 

carried out using historical data. Each transaction has its own set of features, and if 

it has been processed by an expert or if the client has been asked to confirm its 

legitimacy, there is an answer to whether it contains fraud indicators. This allows 

us to reduce the task of fraud detection to a case of learning from precedents [12]. 

Specifically, we will consider a classification problem with two non-overlapping 

classes. The resulting decision function (referred to as the model or classifier) will 

then be used to evaluate a specific transaction for the presence of fraud based on its 

feature description (referred to as features). 

 Let us denote the set of evaluated transactions as 𝑋, and the set of answers 

to the question "is the transaction fraudulent?" as  𝑌. Pairs of "transaction-answer" 

(𝑥𝑖 , 𝑦𝑖) will be referred to as precedents. Let {𝑥1, … ,  𝑥𝑙}  ⊂ 𝑋 be a finite subset of 

transactions, and let the values of a certain function 𝑦∗: 𝑋 → 𝑌 be known for this 

subset. Then  𝑦𝑖 =  𝑦∗(𝑥𝑖).  The function 𝑦∗  will be referred to as the target 

function, and the collection of pairs  𝑋𝑙 =  (𝑥𝑖 , 𝑦𝑖)𝑖=1
𝑙   will be called the training 

set.  

The task of learning from precedents is to reconstruct the dependence 𝑦∗ 

based on the sample 𝑋𝑙 , i.e. to build a decision function 𝑎 : 𝑋 → 𝑌 , that 

approximates the target function 𝑦∗(𝑥), not only on the transactions in 𝑋𝑙, but also 

on the entire set 𝑋. 



The decision function 𝑎 will also be referred to as an algorithm, and in some 

cases, as a classifier, when its role in evaluating transactions will be to classify 

them into fraudulent or legitimate categories. For practical application, the 

constructed algorithm 𝑎 should provide efficient computer implementation, as it is 

expected that financial organizations will use it to analyze their transactional data 

stored on their servers.  

The attributes of transactions 𝑥 , obtained from the processes of financial 

organizations (such as transaction amount, customer age, insurance payout amount, 

etc.), from the perspective of learning from precedents, are features and formally 

represent the mapping 𝑓: 𝑋 → 𝐷𝑓, where 𝐷𝑓 is the set of valid feature values. 

There are several types of features, depending on the nature of the data. 

 𝐷𝑓 =  {0, 1} – binary feature; 

 𝐷𝑓 =  ℝ – quantitative feature; 

 𝐷𝑓 – finite set, nominal or categorical feature. 

In case all features in the data are the same, 𝐷𝑓1
= ⋯ =  𝐷𝑓𝑛

, and such data is 

called homogeneous, otherwise it is heterogeneous. In practice, transaction data 

stored in financial organizations is heterogeneous and contains all types of 

features. In this study, all categorical features will be transformed into binary using 

commonly known machine learning algorithms. 

 Let there be a set of features 𝑓1, … ,  𝑓𝑛 . The vector(𝑓1(𝑥), … ,  𝑓𝑛(𝑥))  is 

called the feature space of transaction 𝑥 ∈ 𝑋. The collection of feature descriptions 

of all objects in the sample 𝑋𝑙, represented as a table of size 𝑙 × 𝑛 , is called the 

matrix of objects-features: 

𝐹 =  ‖ 𝑓𝑗(𝑥𝑖)‖
𝑙×𝑛 

= (
𝑓1(𝑥1) … 𝑓𝑛(𝑥1)

… … …
𝑓1(𝑥𝑙) … 𝑓𝑛(𝑥𝑙)

) 

(

(1) 

 

An example of transaction descriptions for fraud detection task is presented 

in Table 1. 
Table 1 

Features of operations  

Date and time of 

transaction 

Card operation 

type 

Type of service Shop 

MСС 

Transaction 

amount 

Fraud 

01.02.2024 13:03 Purchase via pos Car service 5533 26720,00 0 

01.02.2024 13:10 Purchase via pos Car service 5533 1500,00 0 

02.02.2024 14:12 Purchase via pos Gas station 5541 2202,78 0 

08.02.2024 10:00 Purchase via pos Pet Shop 5995 7399,00 0 

10.02.2024 23:00 Purchase via ecom P2P 4900 4500,00 1 

 



 In this study, the set of allowable answers 𝑌 =  {0, 1} , represents a 

classification task with two non-overlapping classes. In general, if 𝑌 =  {1, … , 𝑀},  

the set of transactions 𝑋  can be divided into 𝑀  non-overlapping classes 𝐾𝑦 =

{𝑥 ∈ 𝑋: 𝑦∗(𝑥) = 𝑦}. The algorithm 𝑎(𝑥) provides an answer to the question "to 

which class does x belong?", and in the fraud detection task, the answer will 

indicate whether a transaction is fraudulent or not. 

According to [12], a model of algorithms is defined as a parametric family of 

mappings 𝐴 = {𝑔(𝑥, 𝜃) |  𝜃 ∈  Θ}, where𝑔: 𝑋 × Θ → 𝑌 is a fixed function, and 𝜃, 

is the set of allowable parameter values, known as the parameter space. 

The dissertation research aims to search for optimal model parameters for 

classifying transactions and embedding the obtained models at various stages of 

fraud detection in a financial organization. Currently, there are numerous different 

approaches and techniques for finding algorithms and optimal parameters 

(hyperparameters) that ultimately allow obtaining the necessary algorithm, 𝑎(𝑥),  

for decision-making in various tasks. The collection of these approaches is also 

known as machine learning methods (hereafter referred to as ML). In this study, 

the following well-known ML methods have been selected for integration into the 

fraud detection process. 

The Decision Tree1 (DT) is the most interpretable and simple tool used in 

machine learning. The modeling result can be represented as a tree-like structure, 

from which it is easy to extract a simple decision rule. 

The Random Forest2 (RF) algorithm has been chosen as the base algorithm 

for classification, as it has shown the best results in studies related to fraud 

detection [28]. The method involves using an ensemble of Decision Tree 

algorithms, each of which may not provide high classification quality individually, 

but by combining a large number of them, better results can be achieved. The 

choice of RF in this study is motivated by its low sensitivity to the size of the 

feature space and its high classification quality when trained on heterogeneous data 

with categorical and quantitative features. 

To build an algorithm on data with a small number of features, a multi-layer 

perceptron3 (MLP) has been selected. This method has also shown high results in 

research in the field of fraud prevention. When using MLP, the inclusion of hidden 

layers allows for the approximation of a nonlinear function for classification. 

The search for the best model from the parameter space 𝜃 о is performed 

using the GridSearchCV4 tool, which optimizes hyperparameters through cross-

validation and grid search 

To evaluate the results of the experiment, traditional metrics commonly used 

in fraud detection tasks were selected. In this study, classification into two non-

                                           
1 https://scikit-learn.org/stable/modules/generated/sklearn.tree.DecisionTreeClassifier.html 
2 https://scikit-learn.org/stable/modules/generated/sklearn.ensemble.RandomForestClassifier.html 
3 https://scikit-learn.org/stable/modules/generated/sklearn.neural_network.MLPClassifier.html 
4 https://scikit-learn.org/stable/modules/generated/sklearn.model_selection.GridSearchCV.html 

https://scikit-learn.org/stable/modules/generated/sklearn.tree.DecisionTreeClassifier.html
https://scikit-learn.org/stable/modules/generated/sklearn.ensemble.RandomForestClassifier.html
https://scikit-learn.org/stable/modules/generated/sklearn.neural_network.MLPClassifier.html
https://scikit-learn.org/stable/modules/generated/sklearn.model_selection.GridSearchCV.html


overlapping classes 𝑌 =  {0, 1}  is considered. Let 𝑦𝑖 ∈ ℝ , be the output of the 

trained model for the i-th transaction. To make a decision on whether a transaction 

is fraudulent or legitimate, we will use a threshold 𝑡ℎ, which converts the values of 

𝑦𝑖  into non-overlapping classes 𝑦𝑖
𝑝

= [𝑦𝑖 > 𝑡ℎ]5.  

From a statistical point of view, classification involves making a decision 

about the null hypothesis 𝐻0  that a transaction belongs to class 1 and the 

alternative hypothesis 𝐻1 that a transaction belongs to class 0. The decisions made 

can involve two types of errors: false positive (or Type I error), where a legitimate 

transaction is classified as fraudulent, and false negative (or Type II error), where a 

fraudulent transaction is classified as legitimate. Changing the threshold allows for 

adjusting the trade-off between these two types of errors, as increasing the 

probability of Type I error usually decreases the probability of Type II error, and 

vice versa. 

The threshold 𝑡ℎ is chosen depending on the task at hand, and when it is 

fixed, it is possible to construct Table 2 (confusion matrix or error matrix): 
Table 2 

Confusion matrix  

 

Correct hypothesis 

𝐻0 𝐻1 

Result of 

decision making 

𝐻0 
TP, 

𝐻0 is correctly accepted 

FP, 

𝐻0 is incorrectly 

accepted (Type II error) 

𝐻1 

FN, 

𝐻0 is incorrectly rejected 

(Type I error) 

TN, 

𝐻0 is correctly rejected 

 

In traditional terms of machine learning, the implementation of hypotheses 

can be formulated in the following way:  

 TP (True positive) – correctly identified fraudulent transaction,  

 FP (False positive) – legitimate transaction identified as fraudulent,  

 TN (True negative) – correctly identified legitimate transaction,  

 FN (False negative) – fraudulent transaction identified as legitimate. 

To evaluate the quality of classification, we will also use the following 

characteristics: 

 

                                           
5 Square brackets convert a logical value into a number according to the following rule: [false] = 0, [true] = 1 



𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
   

(

(2) 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃+𝐹𝑃
   

(

(3) 

𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 =
𝑇𝑁

𝑇𝑁+𝐹𝑃
   (4) 

Recall allows to assess the proportion of fraud detected by the classifier out 

of all fraudulent transactions. Precision is the probability that a transaction flagged 

by the classifier is truly fraudulent. Specificity is the proportion of legitimate 

transactions correctly identified by the classifier. 

Also, a special characteristic called the ROC curve [29], will be used in the 

study, which shows what happens to the number of errors of both types as 𝑡ℎ 

changes. The false positive rate (FPR), computed for each threshold value, is 

plotted on the X-axis: 

𝐹𝑃𝑅 =
∑ [𝑦

𝑖
𝑝

 = 1]𝑖

∑ [𝑦𝑖 = 1]𝑖
   

(

(5) 

The proportion of true positive classifications (TPR) is plotted on the Y-axis, 

also computed for each threshold value: 

𝑇𝑃𝑅 =
∑ [𝑦

𝑖
𝑝

 = 1]𝑖

∑ [𝑦𝑖 = 0]𝑖
   

(

(6) 

An example of constructing an ROC curve 6  for two different machine 

learning methods is presented in Figure 1. 

 

                                           
6 https://scikit-learn.org/stable/auto_examples/miscellaneous/plot_roc_curve_visualization_api.html 

https://scikit-learn.org/stable/auto_examples/miscellaneous/plot_roc_curve_visualization_api.html


Fig. 1. An example of comparing ROC curves for two 

different methods 

The higher the ROC curve, the higher the classification quality. The ideal 

ROC curve passes through the upper left corner - the point (0, 1). The worst 

algorithm corresponds to the diagonal line connecting points (0, 0) and (1, 1). The 

area under the ROC curve (AUC) serves as a general characteristic of classification 

quality. 

When working with highly imbalanced data, such as in the case of fraud 

detection, AUC (and ROC curves) can be overly optimistic. Therefore, it is 

suggested to use another evaluation metric for classifiers - the precision-recall (PR) 

curve. An example7 of its construction is presented in Figure 2. 

 

Fig. 2. An example of constructing a PR curve 

The area under this curve (AUPRC) will also be used as a quantitative 

characteristic for model evaluation. As the name suggests, the precision-recall 

curve depicts precision (Y-axis) as a function of recall (X-axis) for each possible 

threshold. AUPRC also represents a value between 0 and 1. 

The next section will provide a brief overview of fraud monitoring systems 

in financial organizations and their key components, which are expected to utilize 

machine learning methods. 

4.2. Architectures of fraud monitoring systems and potential areas for their 

improvement 

In the dissertation research, two processes are considered where financial 

organizations apply data-driven tools for fraud detection. These processes include 

customer banking transactions and insurance claim reviews. 

Figure 3 schematically depicts the path of a banking payment through the 

fraud monitoring system. 

                                           
7 https://scikit-learn.org/stable/auto_examples/miscellaneous/plot_display_object_visualization.html 



 
Fig. 3. An example of the stages of operation of a bank fraud monitoring system 

(1) Bank customers who use banking services make purchases on websites, in 

retail stores, link cards for payment using smartphones, and so on 

(2) Banking services for payment of goods and services, including online 

payments, money transfers, and cash withdrawals 

(3) The bank's anti-fraud system (fraud monitoring) 

(3.1) An analytical platform where the development of fraud detection 

algorithms takes place. In large banks with a high transactional flow, a stack 

of BIG DATA technologies is typically used for these purposes 

(3.2) A technological block for executing machine learning models in real-

time (model-based approach). 

(3.3) Enrichment of transactions with additional features created on the 

analytical platform. 

(3.4) A technological block for making the final decision on an operation 

based on expert rules (rule-based approach). 

(4) Bank processing, in which the operation is executed directly after the fraud 

monitoring verdict. 

The second case examines the process of an insurance company, where the 

risk of fraud by policyholders is reduced. The first barrier for fraudsters is the 

verification of the customer before entering into an insurance contract. In addition 

to actuarial calculations, insurers can refer to internal black or white lists, external 

sources of customer data, and apply their own models to assess the risk of fraud by 

the policyholder. Such procedures directly affect the insurer - they lengthen the 



policy sales process, deteriorating the customer experience, while false rejections 

decrease the level of insurance premium collection. These facts compel insurance 

companies to simplify and automate checks at this stage. In this case, companies 

focus on the accuracy of fraud detection but do not pay sufficient attention to 

completeness, which allows professional fraudsters to successfully penetrate the 

insurance portfolio. 

Next, the insurer analyzes the reported claims and, if signs of insurance 

fraud are detected, denies the payout. At this stage, both expert evaluation methods 

from the insurer's security department and techniques using machine learning 

methods are applied. The combination of expert work and systems that assess 

claims through data analysis and social networks yields positive results [30]. In the 

current process, the insurance company focuses on the completeness of fraud 

detection to stop a professional fraudster who has already manifested themselves 

and reduce their impact on the portfolio's loss ratio. 

The schematically considered processes can be represented as follows 

(Figure 4). 

 
 

Fig. 4. An example of the stages of operation of an insurance company’s fraud 

monitoring system 

In the present study, the following components of fraud monitoring systems 

have been selected, in which machine learning methods will be integrated to 

enhance the effectiveness of fraud detection: 

1. data preparation for building transaction decision algorithms; 

2. algorithm configuration in the decision-making system. 

During the data preparation stage, class labeling correction is applied using a 

multilayer perceptron, as well as feature space expansion by using data that is 

different from the data contained in the evaluated transaction and data extracted 

from the graph. 



The expert algorithm configuration stage will be automated using machine 

learning methods, which will enhance the accuracy of fraud detection. 

4.3. Preparation of data for training classifiers of fraudulent transactions and 

claims 

To improve the quality of fraud transaction classification, the following data 

preparation process is proposed:  

1. the dataset is divided into four parts from different time periods; 

2. the earlier part (Dinit) is used to train the model ML, which will be used to 

adjust the expert evaluation; 

3. the next part (Dtrain) is used to train the model MS on the re-labeled 

dataset, as well as to train the baseline model MB, which will be 

compared to the experimental results; 

4. the next part (Dcontrol_1), is used to find the cutoff points (THfraud, 

THlegitimate) of the model ML, based on which decisions will be made to 

adjust the labeling in Dtrain; 

5. finally, the Dcontrol_2 dataset is used for result validation - measuring the 

quality characteristics of the classification. 

 

The data partitioning and classifiers for transaction evaluation are 

schematically presented in Figure 5. 

 

 

Fig. 5. Splitting data when adjusting markup 

 

Table 3 presents the parameters used and references to the descriptions of 

classifiers applied in the proposed approach. 
Table 3 

Classifiers used in the training process  

Classifier Name Link to description 

ML Multilayer 

perceptron 

https://scikit-

learn.org/stable/modules/neural_

networks_supervised.html 

(date of access: 12.02.2024) 

https://scikit-learn.org/stable/modules/neural_networks_supervised.html
https://scikit-learn.org/stable/modules/neural_networks_supervised.html
https://scikit-learn.org/stable/modules/neural_networks_supervised.html


MB RandomForest

Classifier 

https://scikit-

learn.org/stable/modules/generate

d/sklearn.ensemble.RandomFores

tClassifier.html 

(date of access: 12.02.2024) 

MS RandomForest

Classifier 

https://scikit-

learn.org/stable/modules/generate

d/sklearn.ensemble.RandomFores

tClassifier.html 

(date of access: 12.02.2024) 

 

The choice of RandomForest and multilayer perceptron as classifiers is 

justified by the research [28], which compares the main machine learning methods 

in fraud detection tasks in auto insurance. 

The stages of label correction are schematically presented in Figure 6. 

 

Fig. 6. Proposed sequence of stages for marking 

adjustments 

https://scikit-learn.org/stable/modules/generated/sklearn.ensemble.RandomForestClassifier.html
https://scikit-learn.org/stable/modules/generated/sklearn.ensemble.RandomForestClassifier.html
https://scikit-learn.org/stable/modules/generated/sklearn.ensemble.RandomForestClassifier.html
https://scikit-learn.org/stable/modules/generated/sklearn.ensemble.RandomForestClassifier.html
https://scikit-learn.org/stable/modules/generated/sklearn.ensemble.RandomForestClassifier.html
https://scikit-learn.org/stable/modules/generated/sklearn.ensemble.RandomForestClassifier.html
https://scikit-learn.org/stable/modules/generated/sklearn.ensemble.RandomForestClassifier.html
https://scikit-learn.org/stable/modules/generated/sklearn.ensemble.RandomForestClassifier.html


To expand the feature space, it is proposed to include information from 

sources unrelated to the assessment of the current transaction. For example, in the 

banking industry, when evaluating transfers between clients, the history of 

customer purchase transactions can be integrated. In this case, the improvement in 

characteristics is achieved because fraudsters cannot provide a legitimate account 

history for the accounts they use in their fraudulent scheme. 

To identify anomalous customer behavior in an insurance company, it is 

proposed to construct an undirected graph, where the vertices represent insurance 

claim requests and the edges represent accident-related entities (drivers, 

policyholders, etc.) as well as the incident itself. The graph is constructed over a 

certain period, such as a calendar year. 

As new features for the claim, the properties of the vertices in the 

constructed graph can be considered. Table 4 presents the features examined 

within the scope of the dissertation research. 
Table  4 

Claim attributes built on the basis of the claims graph  

Graph object Attribute description 

Vertex  Vertex degree 

 Minimum degree of adjacent vertices 

 Number of adjacent vertices 

 Average degree of adjacent vertices 

Connected Component  Number of vertices in the connected component 

Clique  The size of the maximum clique that the bus vertex 

consists of 

 The number of cliques that the vertex consists of 

Cycle  The cycle length in which the vertex placed 

 The average degree of the vertices of the cycle in 

which the vertex is placed 

 

4.4. Generation of new rules to improve the quality of the fraud monitoring 

system 

Expert rule tuning in the decision-making system is proposed to be 

automated using machine learning methods. The approach consists of three stages: 

• Data preparation and preprocessing; 

• Application of machine learning methods; 

• Extraction and evaluation of rules. 

The data preparation stage includes: 

1. loading historical data from the fraud monitoring system; 

2. emulating the operation of the fraud monitoring system; 

3. feature selection, filtering noisy data, and developing additional features. 

In the next stage, the prepared data is subjected to Decision Tree or Random 

Forest methods. 



At the final stage, rules are selected for integration into the fraud monitoring 

system. To do this, rules are extracted from trained algorithms built using Decision 

Tree or Random Forest methods. The rules are then compared based on 

classification quality characteristics. The best rules are implemented in the 

financial organization's fraud monitoring system to ensure they operate according 

to expert rules. 

4.5. Methodology for conducting experiments and research 

During the research, methodologies were developed to conduct four different 

experiments that allow for assessing the applicability of the proposed approaches. 

4.5.1. Correction of target class labeling 

For the experiment, two datasets on car insurance were selected. One of 

them is a well-known and widely used dataset called "carclaims.txt". It contains 

insurance claims registered in the USA from 1994 to 1996 [31].  

Additionally, to demonstrate the applicability of the approach on different 

insurance data, the file "insurance_claims.csv"8, was examined, which includes 

claims from January to February 2015. The features selected for the purposes of 

the dissertation research are listed in Table 5. 
Table 5 

Description of claims characteristics for assessing the fraudulent component  

Dataset Feature name Description 

«carclaims.txt» Age Age of the policyholder 

DriverRating Rating of the driver involved in the accident 

Gender Gender of the policyholder 

BasePolicy Policy type 

Fault Guilty side 

NumberOfSuppliments Number of additional options in the policy 

PastNumberOfClaims Number of insured events under the current policy 

VehiclePrice The cost of the car involved in the accident 

AgeOfPolicyHolder Age of the policyholder 

«insurance_claims.csv» age Age of the policyholder 

months_as_customer Number of months as policyholder 

policy_annual_premium Insurance premium 

insured_sex Gender of the policyholder 

total_claim_amount Claim amount 

incident_severity Seriousness of the insured event 

 

                                           
8 https://www.kaggle.com/datasets/buntyshah/auto-insurance-claims-data 



This small set of features was chosen to maintain the applicability of the 

proposed approach for evaluating the fraudulent component in various portfolios of 

insurance claims. This set of features can be obtained from the questionnaire data 

of policyholders and claims during the settlement of an insurance case. 

Dataset "carclaims.txt" consists of 15,420 records, out of which 14,497 are 

legitimate claims and 923 (6%) have indicators of insurance fraud. The size of 

"insurance_claims.csv" is 1,000 records, with 247 (24.7%) being fraudulent. The 

claims can be arranged chronologically based on their submission to the insurance 

company, and the model's quality is proposed to be evaluated on more recent data. 

The data partitioning is schematically presented in Figure 7.  

 

Fig. 7. Splitting the data for an experiment 

 

Table 6 presents the parameters used in the process of training the 

classifiers. 
Table 6 

Classifier hyperparameters  

Classifier Name Hyperparameters 

ML Multilayer 

perceptron 

«carclaims.txt»: 

hidden_layer_sizes=(10), solver='lbfgs' 

«insurance_claims.csv»: 

hidden_layer_sizes=(2),  solver='lbfgs' , activation 

= 'relu' 

 

 

MB RandomForestC

lassifier 

«carclaims.txt»: 

class_weight = {0: 1, 1: 1},  criterion = ‘entropy', 

n_estimators = 5 

«insurance_claims.csv»: 

class_weight = {0: 1, 1: 1}, criterion = ‘entropy', 

n_estimators = 2,  'max_depth': 3 

 



MS RandomForestC

lassifier 

«carclaims.txt»: 

class_weight = {0: 1, 1: 3}, criterion = ‘entropy', 

n_estimators = 5 

«insurance_claims.csv»: 

class_weight = {0: 1, 1: 1}, criterion = ‘entropy', 

n_estimators = 2, 'max_depth': 3 

 

Experimental values of THfraud, THlegitimate were selected by measuring the 

classification quality on Dcontrol_1: 

a) for the "carclaims.txt" dataset: THfraud = 0,75;  THlegitimate = 0,1; 

b) for the «insurance_claims.csv» dataset: THfraud = 0,8;  THlegitimate = 

0,05.  

After that, the claims in Dtrain were re-labeled as follows: 

 If the assessment result (probability of being classified as fraud) of a 

claim using ML is greater than THfraud, it is relabeled as fraudulent; 

 if the assessment result is less than THlegitimate, the claim is relabeled as 

legitimate; 

 the labeling of the claim remains unchanged in all other cases.  

This class correction improved the balance in Dtrain to 36.3% in the 

"carclaims.txt" dataset and to 35.8% in the "insurance_claims.csv" dataset. 

Subsequently, MB was trained on the Dtrain data before class correction, and MS was 

trained on the Dtrain data after class correction. 

The obtained models MB and MS were applied to the Dcontrol_2 dataset, which 

was not involved in the training of the classifiers or parameter tuning and is more 

recent in terms of the occurrence of claims by the insurer. Additionally, the labels 

in this dataset were not subjected to any correction. The ROC curves for these 

models are presented in Figure 8. 



 

Fig. 8. Comparison of ROC curves for models MB and 

MS 

The values of the areas under the curves (AUC) demonstrate significantly 

better classification quality for the proposed approach compared to the traditional 

training without label correction. Table 7 also presents the values of Recall at a 

fixed precision for comparing the models. 
Table 7 

Comparison of fraud detection quality metrics  

Dataset Characteristics 
Proposed approach, 

MS 

Traditional 

approach, 

MB 

«carclaims.txt» ROC AUC 0,76 0,61 

Precision 0,1 0,1 

Recall 0,92 0,43 

«insurance_claims.csv» ROC AUC 0,82 0,75 

Precision 0,55 0,55 

Recall 0,7 0,51 

 

4.5.2. Using data of a different nature in the feature space 

As a dataset for study, a set of transfer operations from a large bank over a 

weekly period was selected. These operations were flagged as suspicious by the 

fraud monitoring system, triggering one of the processing scenarios, such as 

issuing a warning to the client about possible fraud or outright rejection of the 

operation. Additionally, cases were added to the dataset where the fraud 



monitoring system did not raise any alerts, but the client reported during the period 

under consideration that the operation was fraudulent. Missed and detected 

fraudulent operations are combined and will be treated as the target class when 

building the classifier. False positives are considered as the second class. 

Fraudulent operations will be labeled as 1, and false positives as 0. This way, the 

table (hits_fm) will be formed as follows: 
Table 7 

An example of a dataset (hits_fm) formed of a fraud monitoring system triggers.  

Client initiating 

transfer 

Client 

recipient of 

the transfer 

Class label Date of transaction 

cl_1 cl_2 0 20.02.2021 

cl_3 cl_4 1 20.02.2021 

… … … … 

cl_m cl_k 0 27.02.2021 

 

Further, we will assume that if the class 1 is assigned in the hits_fm table, 

then the recipient's profile can be classified as fraudulent (drop). In the case of 0, 

the recipient is legitimate. The bank has the ability to build a table for each 

recipient based on the history of card transactions (Table 8). In order to limit the 

experiment, the history of transactions that occurred in a two-week period prior to 

the first transfer to the client from the hits_fm table is used. For example, in the 

"Transaction Amount in MCC_1 Group" column for the client cl_2, the value 

represents the sum of all payments made by the client in the two weeks preceding 

the operation in Table 7. In this case, during the period from 05.02.2021 to 

19.02.2021, expenses in the MCC_1 category amounted to 40,000 rubles. 
Table 8 

Clients profile data set collected from customer card transactions history  

Bank client Transaction amount 

in group MCC_1 

 

Transaction 

amount in group 

MCC_2 

 

 … Transaction 

amount in group  

MCC_N 

 

cl_2 40000 0 … 11112 

cl_4 0 30000 … 0 

… … … … … 

 

The clients_profile table allows for an expansion of the feature space to 

apply machine learning methods in detecting fraud in bank transfers.  



As a result of using the new data, the value of the Precision metric was 

significantly increased from 0.07 to 0.69.  

4.5.3. Using data extracted from a graph in the feature space 

In this experiment, two datasets, "carclaims.txt" and "insurance_claims.csv," 

are also considered. 

The datasets under consideration do not have explicit attributes that would 

allow for the construction of a claims graph, such as a contract number. Therefore, 

the following assumptions were made to establish connections between two claims. 

a. The claims are connected to each other by the participant of the 

insurance event if they have matching attributes: Make, Sex, MaritalStatus, Age, 

VehicleCategory, VehiclePrice, AgeOfVehicle, DriverRating, AgentType, 

NumberOfCars, BasePolicy for «carclaims.txt»; POSTAL_CODE for 

«insurance_claims.csv». 

b. The claims are connected to each other by the insurance event if they 

have matching attributes: Year, Month, WeekOfMonth, DayOfWeek, 

AccidentArea, PoliceReportFiled, WitnessPresen for «carclaims.txt»; 

INCIDENT_CITY, INCIDENT_HOUR_OF_THE_DAY, 

INCIDENT_SEVERITY for «insurance_claims.csv». 

The graph constructed in this way can be visualized as shown in Figure 9. 

 

Рис. 9. An example of visualizing a graph built on 

connections between insurance events and policyholders 

It can be noted that the very fact of the connection between claims increases 

the probability of fraud in the claim. 

For each claim, a set of features is extracted from Table 4, and then the 

RandomForest machine learning method is applied to both the original dataset and 

the extended dataset. 



Figure 10 demonstrates a comparison of performance characteristics when 

using new data extracted from the graph and when not using them. The experiment 

showed a significant increase in fraud detection efficiency for two independent 

datasets.  

 

Fig. 10. Comparison of ROC and Precision-Recall 

curves for models trained with and without graph claims 

features. 

4.5.4. Reconfiguring rules in the decision-making system 

The decision rules developed using the approach proposed in Section 4.4 

were successfully implemented in a real banking fraud monitoring system. The 

results showed that the average precision of the rules was 50%, and the average 

recall for fraud detection reached 0.6%. 

  



5. Conclusion 

 

It is important to note that the developed methods have the potential to 

improve the effectiveness of applying machine learning methods in combating 

fraud. These results can be valuable for various financial organizations facing 

classification challenges when using machine learning methods in their fraud 

monitoring systems. 

Key results of the research study are as follows. 

1. A method for improving the quality of data labeling for machine learning in 

fraud detection has been developed. 

2. Methods for expanding the feature space have been developed to enhance 

the efficiency of fraud detection. 

3. A method for tuning the decision-making system in fraud monitoring, 

incorporating elements of machine learning, has been proposed. 

4. Experimental studies have been conducted to validate the effectiveness of 

the proposed approaches.  
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