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IIporno3supoBanue ypoBHsi Oe3padoruusl B Poccun ¢ mnomMombio 00bema

MOMCKOBBIX 3anpocoB B UHTepHeTe

N3yueHne mNOMCKOBBIX TEHACHUUHN MOJb30Barenel MHTepHeTa CTano BO3MOXHBIM C TOSIBICHUEM
cepsuca Tpenasr Google,paspaborannoro koproparueir Google./laHHbIi cepBUC MMO3BOJAET y3HATS,
HACKOJIBKO TOMYJSPEH IMOMCKOBBIA 3ampoc MO YKa3aHHOMY KJIIOYEBOMY CIIOBY IO OTHOIICHHUIO K
obmieMy 00BeMy 3alpocoB, BBIMOJHEHHBIX uepe3 GoOogle 3a ompeaeneHHYO HEAeT B
COOTBETCTBYIOIIEM peruoHe. be3ycioBHO, yka3aHHbIE JaHHBIE cpa3y K€ HAILIU IIUPOKOE MPUMEHEHNE

B S5 KOHOMHWYCCKOM aHaJIn3€.

B Ttekymem wuccrnenoBaHuM JaHHble 00 00beMe TMOUCKOBBIX 3ampocoB B MHTepHeTte
UCIIONIL3YIOTCSL C IETbI0 TPOTHO3UPOBaHMS YpoBHs Oe3padorunbl B Poccuu. UHTepHET ceromHs
aKTUBHO TIPUMEHSIETCS IS TIOWCKAa paboThl, a JaHHBIE 00 00BheMe 3ampOCOB, CBS3AHHBIX C TTOUCKOM
BaKaHCHM, JOCTYNHBI NPAKTUUYECKU B peaIbHOM BpeMeHU. B To ke BpeMms opuIaibHbIe TaHHbIE 00

ypoBHE 0e3padoTuIlsl B Poccuu myOIuKyOTCS CO 3HAUUTETLHOM 3a1ePIKKOM.

JlanHOe HccneaoBaHrue CTPEMUTCS IPOBEPUTH PEIEBAHTHOCTh UHJEKCOB IMOMCKOBBIX 3aIIPOCOB
JUIS MCTIOJIb30BaHMUS B KQUeCTBE OCHOBHBIX OINEPEKAIOLINX MHAUKATOPOB YPOBHS 0e3paboTulbl. ITO
0COOCHHO aKTyaJIbHO Ui Poccuu, y9uThIBask OTCYTCTBHE TaKOTO OOLIEIPUHATOTO MHAMKaTopa. Jlis
1esiel ucciieioBaHus ObUT BBIOpaH HE TOJbKO cepBuc Tpenabt GOOgle,HO U cTaTHCTHKA KITHOYEBBIX
cloB Ha fHAeKce, MpUHUMAas BO BHUMAaHUE, YTO SHIEKC SBISAETCS OCHOBHOW MOWCKOBOW CHCTEMOU B
Poccun (6onee 60% poeiaka). Takum oOpa3oMm, B paboTe MPEACTAaBICHO IEPBOE CpaBHEHHE
WHIUKATOPOB M3 JBYX MCTOYHHKOB JJAHHBIX MOMCKOBBIX 3alIPOCOB (@ HE TOJILKO MCIIOJIb3YEMOT0 paHee
cepuca ot Google)./lns pacuera COOTBETCTBYIOUIMX HWHAWKATOPOB OBUIM BBHIOpAHBI JBa HamOolee
MONYJIIPHBIX KIIOYEBBIX CcJioBa: “‘pabota” w “BakanHcuu’. Bcero B HccleOBaHUU TECTHPYETCS
HMIAPOKUI HA0Op W3 24 pa3iuYHbIX HHIUKATOPOB IMOMCKOBBIX 3alpOCOB. HOPMAaTM30BaHHBIX/HE
HOPMAJIM30BaHHBIX, H3MEPEHHBIX B a0COIIOTHOW/OTHOCHUTEIBHON IIKale, MECAYHBIX/HEICIbHBIX,

TEKYIIUX/IarOBbIX.

B pabote npoBeieHO MacmTabHOE CpaBHEHHUE TpecKa3aTeIbHON clIocOOHOCTH (3a mpenenaMu
BbIOOpKH) Oostee 47000moneneit: cranaapTaeix ARIMA, ARIMA C cOOTBETCTBYIOIIUM HHIUKATOPOM
MTOMCKOBBIX 3alPOCOB M HEMMHEHHBIX Mojeneil. Onpeenenre Habopa JIyUIInX MoJIeJIeii OCHOBAHO Ha

nepenosom noaxozae Model Confidence Set (Hansen et al., 2011).
Cper OCHOBHBIX PE3yJIbTATOB MOKHO BBIICIUTD CIIEIYIOIIHE:

* Vcmex noaxoga, OCHOBAHHOI'O Ha CTATUCTUKC TIIOMCKOBBLIX 3allpOCOB, BbIABJIICH IJIA

pa3nuuHbIX HHAUKaTopoB SHaekc n Google,a Takke 000MX KIFOUYEBBIX CIIOB.



* lcnonp30BaHME MHAMKATOPOB ITOMCKOBBIX  3alpOCOB  IMPUBOAUT K  YJIYYIIECHUIO
IpecKa3aTeNbHOW CIOCOOHOCTH CTaHJAPTHBIX MOJENEH BPEMEHHBIX PSIOB HA Pa3iIMYHON
JIaTBLHOCTH MPOrHO3upoBanus (Ha 1, 2u 3 Mecsiia Briepen).

e Ilporno3 Ha 1 Mecsil Brepea: JydIIMMHU OKa3aluch Mojaenu ¢ wHaekcoM Googleun onmna
MOJIeJIb ¢ HOPMaJM30BaHHBIM 00BEMOM 3alpocoB B SIHJAEKCE:! OHU MPEBOCXOISAT TOUYHOCTD
IIPOTHO30B BCEX AJIbTEPHATUBHBIX MOJEJIEH, BKIIOYas CTAaHAAPTHBIE MOJEIN BPEMEHHBIX
Ps10B, U3MEPEHHBIE 10 0oJIee MHUPOKOI BEIOOPKE.

* Ilporro3 Ha 3 mecsma Bruepen. mpumepHo 50% nydmux Mojaened coaepikar HHACKCHI
Googleun 35% -unaukatopsl SHIEKC.

e KayecTBO mnporHosa Mojened, OCHOBAHHBIX HA ITOMCKOBBIX 3alpocax, IPEBOCXOIUT
pe3yabTaT MOJENE, OCHOBAHHBIX HA KJIACCUYECKOM MAKPOIKOHOMHUUYECKOM HHAMKATOPE —
Wunexce IlpombiunienHoro IlpomsBoxactBa (MIIIT). Kpome TOro, nomomHHTENBEHOE
Britouenue UIIII, He ynydmaeT mporHo3HyO CHITY JIyYIIUX MTOMCKOBBIX MOJIEIICH.

* bbuta HaiineHa Mofenb, KOTOpasi BXOJUT B HA0Op TyUIIMX MOJeNel B TPOrHO3HPOBAHUH Ha
1, 2u 3 mecsna Buepen — ARIMA mogens ¢ onepeskaronum uHaekcom Googlemns ciosa
“BakaHcuu’ .

* Pe3ynbTarhl IpoNLIH TECT HA (PaTbCUPUKAIIHIO.

HecmoTpss Ha TO, 4YTO WCCIIEIOBaHUE MPOBOIUIOCH Ha HEOOJBINOW BBIOOPKE (IaHHBIC
nouckoBeix 3anpocoB Google nocrymubl ¢ 2004 rona, Aunexc — 2008),pe3ynbTaThl HCCICIOBAHUS

SIBIITFOTCS KpaliHEe MHOTOO0CTIAIOIITIMH.



Contents

O 1700 [ 8Tt i (o] o F AT PP TP PP P PP PP RTPTPPON 5
2. An Overview: Job-Search-Related Queries & Uneypent Forecasting ........ccccooeeeeeeeeeeeenn.
3. Data & MethOdoIOgY ......ccoooiiiiiiieee et 11
3.1. MaiN DAt@ SOUICES ......cceiiiiiietmmmmmmm ettt ettt e e e e e e e e e e e e e e e e mnn e e e e e e e e e e e e e e e e e aaannnes 11
3.2. Job-Search-Based INAICALOrS ..........cccmeeeiieiieiiieee e 12
3.3. Models for the Unemployment Rate ..o e 13
G e o == ] 1] Vo 15
3.5. Formal Assessment of the Superior PrediCtiviti..............coovveviiiiiiiiiiieeeeeeee, 16
4. MAIN RESUIES ...t mmme ettt e e e e e e e e e e e e e e 19
g |V T To [ ES3N = T ] 4 T USRS 19
4.2. Forecast Accuracy AsSSessment: SPA 1S i 21
4.3. The Best Forecasting Models: MCS ... e 21
5. AAAItIONAl CRECKS ...t 24
5.1. Classical ECONOMIC INAICALON ..........uemmmmeieeiiiiiiiiiiii e e e 24
5.2, FaAISITICAION TEST .. ...uiiiiiiiiiiiiis et e et e e e s e eeeass bbb e e e e e e e eeeeeeeas 24
B. CONCIUSION ..ttt e ettt ettt e e e e e e e e e e et e et e e e e e e e e e e e e e e e e e aannns 26
REIEIEINCES ..o ettt e e e e e e e e et e e e e e e e e e as 28
DAta SOUICES ....oviiiiiiiiiiiii e e s e e e e e e e e e eeseanaaaee 29
APPENAIX: DESCIIPLIONS. ...eiieeeeieeetteee s s e e s e e e e e aeeeaaeeeasesssssssnn i aaeeeamaaaaassaaaeaeeeeeeeesmsssnnnnnnn 30
APPENAIX: FIQUIES ..ttt e e e e e s 00 s 4 e e a2 e e e e e e e aeeeeeessasassan s saannaaaseaeaeeaaaeeeeeeesessnnnnns 31
Y o] L= T b G 1= o] =PSRN 33



1. Introduction

The availability of the internet search query das granted the access to the invaluable informatio
that could be incorporated into the economic amah&ince Google has launched its Google Trends
tool, it is possible to find out about the searelttgrns of the web usetsThe Google index (GI) is a
new tool that indicates a weekly number of seardiesy given keyword, relative to the total number
of searches done on Google over tinfféhere is an opportunity to specify your searchrgaiata for a

region of interest, certain time period or categamyg get the results for a group of keywords atonc

No wonder that such a tool has been immediatelyesjgted in certain economic applications.
In one of the first articles in this field the Gdedgndex has been adopted to monitor and track the
influenza epidemics (Ginsberg et al., 2009). A demmodel with the Google index for influenza
search queries is developed in order to predicsiptan visits due to this disease. Besides that, th
Google index has been successfully used to foresass and tourism (Choi & Varian, 2009.1),
private consumption (Schmidt & Vosen, 2009), eaysirelated fundamentals (Da et al., 2011) and so

on.

The focus of this paper is the use of the intessgirch volume data in order to forecast the
unemployment rate in Russia. The motivation for tise of such kind of data for unemployment

prediction is the following:

* Nowadays the internet is a highly popular job-sean@an. Thus, it is believed that a lot of
people search for a job via the internet and ttpa@ries reflect their intentions to find a job.

» The official unemployment releases are availablén \&i considerable lag, whereas the job-
search query data is reported and updated frequentlthe continuing basis. This could
significantly improve the predictive power of th@dels for unemployment rate.

The current research tests the relevance of widgeu of job-search-based indices as the first
leading indicators for unemployment dynamics in $ausThe study takes advantage of the two search
volume services: the Google Trends which is comgaskd in literature and the Yandex Wordstat —
taking into account that Yandex is the main searaine in Russia. This is the first comparisonhef t
two search engines as sources of the search votlatee Moreover, the explored search-based
indicators are quite different in their scale, fregcy, and computation. Overall, there are 24 wffe
search volume indicators for two most popular keylsofor job-search in Russia. An extremely
extensive forecasting “horse-race” of more thanO@72nemployment models (standad@RIMA
ARIMA augmented with job-search indicators, nonlineadeis) is conducted for the purposes of the

1 At first there used to be two tools: Google Insigfor Search and Google Trends. Recently they baea merged under
the name of Google Trends. Search volume dataaitaéle from 2004.
2 Gl is presented on a scale of 0 to 100, i.e. wifld0 given to the period with the highest searsryjlevel.
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current research. The assessment of superior pxedability of the chosen 1000 models is performed

according to the most advanced procedure — the Moolg#idence Set (Hansen et al., 2011).

The results of the research allow to identify tlestbunemployment forecasting models, best
leading unemployment indicators and to check théopmance robustness of the proposed approach
as a whole. Taking into account that there is Hiabke unemployment leadifigndicator in Russia
(like the Initial Claims in the US), this reseatislreally urgent. It suggests the approach whichldio

satisfy the need of reliable and updated unemployroeecasts in Russia.

For the correct perception of this approach severaiations should be noted. First of all, not
all people search for a job via the internet, ssséhwho do that are, probably, not randomly sedecte
Next, the internet search query data could be diseen by the on-the-job search. So some
information incorporated in the examined data wobé&l related to the already employed people.
Finally, the increase in the job-search queriedctalso arise because of the increased searclsityten
of any individual or the fact that more and moregle are becoming engaged into the internet
activity. With regard to this latter point it sHdube noted that Gl is normalized by the total nemaf
the search quires, so that it accounts for the gi@wopularity of the internet. Also Gl doesn’t inde
the repeated queries done from the same IP addidss the short period. The final point is the
limited availability of the search volume data,csrthe discussed tools have been designed relativel
recently. Notwithstanding all these limitationgstbelieved that the results of a current researeh

very promising.
The main body of the paper is organized as follows:

e in section 2 there is a review of the selected maphich use job-search-related query data
for the unemployment forecasting in certain co@stri

» section 3 describes main data sources, exploreesgalch-based indicators and the
methodology of models estimation and their predectbility assessment;

» section 4 discusses the main results of the osanfple unemployment forecasting and
presents the best models and their leading indgdir short-term forecasting of the
unemployment rate in Russia,

» section 5 provides the additional checks of theenirresearch results;

* section 6 concludes.

% The leading indicator is defined by its abilityfarecast the target variable and its earlier awlity (it is released before
the target variable is officially published).

6



2. An overview: job-search-related queries and unemployment

forecasting

This section discusses several selected paperdwaldiapt the Google index in order to improve the
predictive power of the unemployment dynamics i@y (Askitas & Zimmermann, 2009), Italy
(D’Amuri, 2009) and the United States (Choi & Varj@2009.2; D’Amuri & Marcucci, 2009, 2012).

The paper«Predicting Initial Claims for Unemployment Benefip describes how Google
Trends data could be used in order to predictritiali claims in the UChoi & Varian, 2009.2). The
indicator of the initial jobless claims shows thember of new people filed for unemployment
benefits? In the US it is known as a key indicator of labwarket. Choi & Varian choose two Google
indices from the following categories in Google Ads: “Jobs” and “Welfare & Unemployment”. It

should be noted that the Google indices are avaiklweek ahead of the initial claims release date.

The standard autoregressidR(1)is chosen as a baseline model for the initialntgaiTo see
how the Google data could improve the predictivevgr the baseline model is augmented with the
Google Trends series for the chosen categoriesaltlenative model). The baseline and the altergati
models are estimated on the long and the shortleamphe long term model is estimated for the 5-
year interval from 2004 when the Google data becawadable for the first time. While the short term

model is based on the certain recession period Deogember, 2007.

The analysis conducted by Choi & Varian shows bwdh, the long term model and the short
term model, are improved significantly with an doai of the Google Trend indices. The out-of-
sampleMAE" for the long term model is decreased by approxigat6% and for the short term — by

around 13%.

The articlexGoogle Econometrics and Unemployment Forecastifigouses on testing for the
correlations between the search queries using icerfab-related keywords and monthly
unemployment rate in Germagdskitas & Zimmermann, 2009). The authors beliewa guch kind of
data could be used for predicting indicators messbiy traditional statistics services. In Germdmgy t
unemployment rate for a certain month is basedherdata of the unemployment office between the
second half of the previous month and the first bialhe current month. To predict the unemployment
rate the authors construct the Google Insightcaslseparately for weeks 1 & 2 of the current month

and weeks 3 & 4 of the previous month. There acedsidered keyword groups: 1) unemployment

* The indicator is published in a weekly report “Tihigial Jobless Claims” issued by the Departmdritabor in the US.
> The Mean Absolute Error is computed with the rgjlimindow for the latest 24 weeks.
7



office or agency, 2) unemployment rate, 3) persbooasultant and 4) the most popular job search
engines in Germany. The first three indices movthexsame direction whereas the last one — in the

opposite.

The authors regress the change in the unemployragnion its past level, the change in the
Google indices (in different combinations) and theast levels. For modeling the change in the
variables of interest and their past levels thén@nst use 12-month lag operators. The regressors are
taken either as of the first two weeks of the aurraonth or the last two weeks of the previous rhont

The statistical performance is evaluated usingii@criterion.

The analysis demonstrates the presence of stramglations between the queries using job-
related keywords and the unemployment rate in Geyma@he findings of the research suggest two
things: models using data from weeks 3 & 4 of thevijpus month perform better in comparison with
the rest ones and the combination of keywords fgomups 1 & 4 is preferred to other specifications.

The article«Predicting unemployment in short samples with inet job search query data»
tests the predictive power of job-search-relatedogl® index for unemployment rate in Italy
(D’Amuri, 2009). The unemployment rate in Italy risported on the quarterly baSighis release
schedule reduces the sample that could be usedstonation and out-of-sample forecasting. The
author believes that the Google index would perfavell even in such short sample. The chosen
Google index is based on the queries for “job sffeAs soon as it is a weekly index, the authoesak
simple quarter averages of it. Also according ®dkfinition of the unemployédnd the fact that the
interview’s week is unknown, the Google index iscaed 2 weeks ahead. In addition to the Google
index, there are two more standard exogenous \lesiathe monthly Industrial Production Index and

the weighted average of the individual sector iattic$ from the employment expectations survey.

The author chosesRIMA(1,1,0)as a benchmark model for the unemployment ratis. mbdel
is estimated using different exogenous variablek arer samples of different lengths (the long one
starts from 1885 and a short one — from 2004). [Blgestructure and the reference month of the
dependent variable alter. The models with the Goagllex are compared to the otherwise identical
models estimated on the same short sample or doriger one. The total number of estimated models
is nearly 40. The rolling scheme is used on 7 vwatielengths: 14-20 observations for the short sampl
and 90-96 for the long one. The models’ compar@aserion is out-of-sampl#MSE

® According to the Italian Labor Force Survey.
’ A person who is not employed and who has been hgpkir a job in the preceding 4 weeks.
® The indicators are computed by the European Conmnisand determine the balance of the number ofegsibnal
forecasters who expect the up/down employment mewsrin the next 3 months.
8



The results of the forecasting procedure show ttatGoogle index performs better than the
more standard leading indicators of the unemployndgnamics. Moreover, the forecasts estimated
with the short sample models which adopt the Goagllex are more accurate in comparison even

with those ones estimated on a longer sample aghented with other considered indicators.

With respect to the unemployment rate in the U widely accepted to use the initial jobless
claims as a leading indicator. However, the paggvogle it! Forecasting the US unemployment rate
with a Google job search indexsuggests the use of the Google index as an aliegnktading
indicator of the monthly unemployment rate (D’Amé&iMarcucci, 2009). To construct the Google
index the authors use the keyword “jobs” as thetmpopular among the relative incidences. The cited
paper is the first one using such web search itmlida predict the unemployment rate in the US. The
authors believe the Google index to be the beslingaindicator of the US monthly unemployment

rate in the short-term forecasting, i.e. from 134month ahead.

The paper is especially interesting as the authansan extensive out-of-sample forecasting
“horse-race” [D’Amuri & Marcucci, 2009, p.1] of methan 500 models for the first differences of the
US monthly unemployment rate. The authors focushenlinearAR(p) and ARMA(p,g)models with
lags up to the ™ for p andq.®’ These models are believed to be the most apptepdacapture the
short-term dynamics of the time series. The adddessodels are augmented with the Google index,
the initial jobless claims or combinations of boBesides that, the authors estimate 3 most common
nonlinear models which are used to capture the-teng dynamics of the US unemployment réte.

The authors use a rolling forecasting scheme bagetthe information available at month
Thus, the models are estimated over samples ddrdiff length: the short sampidor the models
which adopt the Google index and the long*8rier those without GI. All the models are ranged in
terms of lowest out-of-sampMSE for all of the considered forecast horizons. Rinahe best 15
models were compared with best 2 models witlBuand the nonlinear models by performing the
tests for equal forecast accuracy (Diebold & Mawjah995), forecast encompassing (Harvey et al.,
1998) and the White’s reality check (2000).

As a robustness check all of tARMAmModels are estimated for each of the 51 statdsedfS

to assess the share for which of them the modéls laivestMSE are those using the Google index.

° In addition the models are augmented with thewedsmultiplicative factorSAR(12)and bothSAR(12)and SMA(12)
for ARandARMAmodels, respectively.
19 AAR LSTARSETAR
1112004.1-2007.2] — in-sample, [2007.3-2009.6] —ofasample.
1211967.1-2007.2] — in-sample, [2007.3-2009.6] —oissample
31t should be noted that in the original reseaitthase models include Gl.
9



Finally, the best models for the unemployment e used to construct the quarterly forecasts in

order to compare them with the predictions gaimethfthe Survey of Professional Forecasters
The analysis of the predictive power of differerdduals brings the following main results:

« At all forecast horizons the best 15 models alwiaghide the Google index, in some cases
with the initial claims. A simpléAR(1)model with the average monthly Google index as a
leading indicator shows the best performance amierand 2-month-ahead forecasts. The
best model for 3-month-ahead forecasfBMA(1,1)augmented with the average monthly
Gl and the seasonal multiplicative factor. Thus thest models outperform the similar
models using the initial jobless claims, even eated over longer samples.

» The preferred simple linear models with the Googteex outperform nonlinear models, the
forecasts gained from the Survey of Professionak¢asters and in state-level forecasting
(the share of best models with the Gl as a leadhidizator ranges between 75% and 84%

for 1- to 3-month-ahead forecasts, respectively).

Later on D’Amuri & Marcucci updated their previopsiper and published “The Predictive
power of Google searches in forecasting unemployh(@012). It is reasonable to highlight here 2

most interesting innovations that go beyond thed@e it!” paper (D’Amuri & Marcucci, 2009):

 The best selected models (in terms of out-of-samM&E) are tested for the superior
predictive ability using the Model Confidence S&JS) proposed by Hansen et al. (2011).
This procedure helps to identify the set of bestlel® that outperform all the competing
ones. The results show that about 30% of the beskels in MCS include the Gl as the
leading indicator.

* The results survive the falsification test when théhors augment the standas&®MA
models with a “fake” Gl. This indicator shows thghest in-sample correlation with the
unemployment rate, but doesn’t logically relatettie job-search® The results show that
these alternative models are not ranked amongabeld models according to their out-of-
sampleMSE values. Thus, only job-search indicators are asévor the unemployment

forecasting.

The analysis conducted by D’Amuri & Marcucci is tm®st thorough and impressive among
others reviewed in this chapter and their methagipttan be considered as a benchmark one.

" A quarterly survey conducted by the Federal ResBar of Philadelphia
* The Google Correlate service indicates the keywdos” as having the highest correlation with the uWf@mployment
rate.
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3. Data & Methodology

3.1. Main Data Sour ces

For the purpose of the research the two main gro@ipariables are used: official unemployment rate

and the search volume data.

Unemployment Ratein Russia

u — monthly unemployment rate. Russian monthly ureympent rate is published in the collection
“The socio-economic state of Russia” issued byRhderal State Statistics Service (FS8Shese
data are available for the period [2002.1-2012.1RJe long sample). FSSS publishes the
unemployment rate as of the end of each monthnstantaneous indicator). The estimation is based
on the results of the labour force sample survelise survey is conducted by direct visiting of the
households and questioning people between 15-7& ydd. The examined, or reference, week is
defined as the™ week of each month. Respondents are divided etdyipes by economic activity in
accordance with the International Labour Organ@athus, the person is threated as the unemployed
if he does not have a job during the examined wikekis ready to work and have been looking for it
during 4 prior weeks ending with the examined dre results of the survey are then extended to the

general populatioh’,

As it is said the problem is that the official i$e of the unemployment rate is available with a

1-month lag.

Search Volume Data

The strong advantage of the use of job-relatedckeaolume data as the leading unemployment
indicators is their availability almost in real #nin contrast to the lagged official unemployment

releases.

The first service that is used to get such dathe-Google Trend& made by Google. It
publishes the widely used Google Index on a web&Bis. The Gl is a weekly number of searches for
a given keyword, relative to the total number adrsbes in the same week and area. As follows from
the definition this index is normalized by the totmber of searches so that it controls for the

growing number of the internet uses. This meansthi®aGl isn’t distorted by the increased popularit

18 http://www.gks.ru
" See http://www.gks.ru.
*® http://www.google.com/trends/explore#tcmpt=q
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of the internet in the recent time. Gl is preserdada scale of 0 to 100, i.e. after normalizatianhe
relative number is divided by the highest value #rah multiplied by 100. Gl is available since 2004
and explored in the research within the period 202012.12].

But as opposed to the US, Google is not the marnckeengine in Russia. It is supposed that
Google data could be less representative as therityapf the internet users in Russia (around 60%)
choose Yandex as a search service. Due to thisrréhe current study takes advantage of the similar
Yandex service as well. Yandex Word$tatrovides the monthly absolute search volume fgivan
keyword. Thus, in contrast to GI which is more l&e'Black Box”, Yandex enables to access the
search volume explicitly. But at the same time Yandoesn't control for the internet use growthtas i
is not normalized. Besides that, Yandex data idabla for a shorter period as Yandex cuts its data
that to show just two recent years. The Yandex dagaollected for the period [2009.11-2012.12].

Table 1 summarizes the pros and cons of both seanitime services that are used in the

research.

Table 1. Comparison of the search volume servidg@sogle Trends & Yandex Wordstat

Pros Cons
Google Trends . .
. e Larger time period Does not allow to access the seafch
(relative scale; _
. * Normalized volume
weekly indicesw)
Yandex Wordstat « Main search engine in Russia » Limited access
(absolute scale; e Search volume is present¢gcd Does not control for the interngt
monthly indicesm) explicitly use growth

3.2. Job-Search-Based I ndicators

It is reasonable to divide the search volume indisaused in the research into the following types

according to the computation method:

« eg— simple monthly average of the weekly Google dedj i.e. based owl-w4 of m?
(simple monthly average Gl);

19 http://wordstat.yandex.ru
2 Eviews data frequency conversion.
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« g — average of the weekly Google indices relatedwiow2 of m & w3-w4 of m;
(alternative average Gf)

» y—simple monthly Yandex search volume;

* - monthly Yandex search volume adjusted for thalmer of Yandex users. The indicator
is computed in the following wayy is divided by the monthly Yandex audieffce.e.
number of people who used Yandex at least oncerdhmo

As it is said Yandex Wordstat helps to access eitlplithe popularity of the keywords (in
volume terms). Besides, it displays all the relajedries in the descending volume order. The aisalys
of the job-search queries shows that it is readen@bcalculate the chosen indicator types for the

following 2 main job-related keywortfs

* 1 - “pabota”. According to Yandex Wordstat this is the mospplar keyword used for a
job-search;

» 2 — “pakancum’. This is another popular keyword used for a jelarsh, but its search
volume is on average about 3,6 times lower thahdhthe keywordL. The other job-related
keywords are not explored in the research as key\®as the only significant (in volume
terms) one related to keywotdthe search volumes for other keywords are muaieio

It is important to note that the search volumeghef chosen keywords are cleared from the
similar but unrelated search querfés.Another thing that should be in mind — all indars are
explored within Russia, so the sample is not distbby the job-search queries from citizens of othe

countries.

3.3. Modelsfor the Unemployment Rate

The first group of tested models consists of stethdd®RIMA models (StARIMA). To test for the
stationary of the unemployment rate there is anmdergted Dickey-Fuller tesADF) for the unit root
process (see Descriptiof®bf Appendix). This test is performed for the lssample [2002.1-2012.12]
and the shorter one [2004.1-2012.12]. The resuétpeesented in Tables 1,2 of Appendix. In thd firs
case (the long sample) the null hypothesis of thieroot is rejected at 5%-sig. level. The resiits

the short sample indicate the potential presenddeiunit root (failed to reject the null) at 5%ysi

2L |t corresponds to the job-search period in théniifn of the unemployed.

2 Data for the number of Yandex users are availattiétp:/stat.yandex.ru

% The search volume services are designed to cafpteresfect of different keywords declension.

% This is done with a minus operator. For examgie, gearch query for the keywotdooks like ‘paGora -kypcosas -
JUIUIOM -KOHTPOJIBHBIC -4acChl -AWUITJIIOMHAA -na6opaTopHa}1 —rpa(bm( -BOCIIMTATCIIbHAA -AOMAIIHAA -II0 -CaMOCTOATCIIbHAA -
PEKUM -BpeMs -UCCICAOBATCIbCKAA -py -TEMY -IIpaKTUYCCKaA -cKavarTh’.

% For the details in the test see Enders (2004).
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level. In order to be agnostfdt is decided to test the same model specification the level and first
differences of the unemployment rafeAccording to this agnostic approach and the ingam
correlogram analysi® a wide range of differenAR- and MA-parts are tested in the models
specificationg? Besides thatARIMA models augmented with seasonal multiplicativediscare tested
as well® Overall, different combinations of the indicategesifications result in 1888 BRIMA

models.

The second group of models is representeARIMAX models: standardRIMA models from
the previous step augmented with one of the jobebedased indicators (leading indicat®), Thus,
the leading indicator in each model is charactdrizgthe chosen keyword, indicator type and thetim
period. Table 2 displays all possible optionsXor their combination gives in total 24 search votum

indicators (see Description 2 of Appendix).

Table 2. Options for X in ARIMAX models

Keyword Indicator type Time period
° eg
e current month
e 1 g
) * 1-month lag (lagl)
Y e 2-month lag (lag?
°q

As an exampleeg2 means current monthly average of weekly Googlécesdfor a keyword
“Bakancun’, Whereasyl lagl —Yandex search volume for a keyworphGora” estimated within the
previous month. In furtheARIMAX models are named by the respective indicator n&@werall, the

indicators are quite different — see descriptiatistics in Table 3 of Appendix.

In addition to these SARIMA andARIMAX models, the following three nonlinear models are
tested:SETARLSTAR AAR (see Description>3 of Appendix). These nonlinear models are typically
used for the unemployment rate in the US. The neali models are believed to approximate better
the long-term unemployment dynamics, whAIRIMA models — short-term dynamics (Montgomery et
al., 1998)

% With the term “agnostic” the author means that dhes not want to restrict herself from the veegihning as it is
better to estimate more potential models than less.
271(0) - level and(1) — the first differences.
2 At first, simple time-series correlograms are &ddn order to identify the most significant lagsd include them into
the model specifications. After that the correlagrar residuals from the identified models are exgdl to find other parts
that need to be tested. The correlogram analysiased only on the in-sample observations in a@eawvoid data mining
problem in forecasting period.
» TestedAR-parts:1,2,4,7,11,12,13. TestddA-parts:1,2,9.
0 SAR(12)SMA(12) or both.
31 For the details see Di Narzo (2008).
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Overall, there are 47200 possible B8RIMA and ARIMAX models along with 3 nonlinear
models estimated. This means that the current i@semntains an extremely extensive forecasting

“horse-race”!

3.4. Forecasting

The current research of the unemployment rate gtiedi focuses on the short-term forecasting, i.e.
from 1- to 3-month aheadhstep forecasts). For this purpose the rollingdasting scheme is used. At
first, the historical data is split into the in-galen model estimation and out-of-sample model
evaluation parts. Then based on the initial estonagdample thé-step forecasts are produced for the
prediction sample. “The estimation sample is thalled ahead a given increment and the estimation
and prediction exercise is repeated until it ispadsible to make any mohestep predictions” [Zivot

& Wang, 2006, p.313]. The forecasts are based onlthe information available at monthi.e.

rolling window of the recent observations is used.

Table 3 defines the time periods and the numbebsérvationsE for in-sample estimatior

for prediction) used for the initial sample spbt the following groups of models:

e Long sample model®tRIMA models based on solely official unemployment datta,;
* Short sample models:

o ARIMAmodels augmented with Google Trends indices;

o0 ARIMAmodels augmented with Yandex Wordstat indicators.

Table 3. Sample split

In-sample Out-of-sample
Long sample [2002.1-2011.1®+118
Google Trends [2004.1-2011.1@794 [2011.11-2012.12]P=14
Yandex Wordstat [2009.11-2011.1&:24

Because of the limited data access, the sampl¥dodex Wordstat models is about 4 times
shorter than that for the Google Trends one.

The ranking of the models is conducted accordintp¢odMean Squared ErrdviSB), where the

model with the lowestMSE is considered as the best one (#1 rar@®ut-of-sample MSE =
ﬁ {=t0+h e?, wheree, is the difference between the real data and thecésted value. It is

important to highlight that the purpose of a cutitndy does not consist in finding the coefficgefar
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the in-sample models, but in the out-of-sample ipte@ ability assessment which is mainly

dependent on the general model specification arfdnpeance of the leading indicator.

3.5. Formal Assessment of the Superior Predictive Ability

Although the out-of-samplMSEis used for models ranking, the comparative tepmibased solely
on theMSE values is quite rough as they are usually closeaith other. That is why the predictive
ability of the models should be accessed in a rfaymeal way as well. The simple Diebold & Mariano
(1995) test for equal forecast accuracy or Harvesl.e(1998) test for forecast encompassing do not
resolve the current research problem: the needdesa the superior predictive ability among a large

number of models and control for data snoopingpaistme time.

That is why the current study takes advantage @fStperior Predictive Ability (SPA) Test
(Hansen, 2005) and Model Confidence Set (MCS) (klaret al., 2011). The latter one is the most
advanced procedure designed to find the best mad¢ls terms of their out-of-sample predictive
ability. The existent analytical packages havenatdtion for the maximum number of models to be
compared: 1000. But this is already a large nundfenodels to be evaluated — in the benchmark

research of D’Amuri and Marcucci the number ofédsinodels is twice lower.
The target 1000 models in the current researcdefieed in the following way:

1. 47203 models are estimated to produce 1-step feigca

2. Models within each type (FRIMA ARIMAXfor each of the 24 search volume indicators)
are ranged according to the out-of-samyREfor 1-step forecast;

3. About 40 of the best models within each type amb@linear models are used to comprise
exactly 1000 models at the end. Thus, the inigafer MCS is balanced.

This resulted set of models is tested for the saperedictive ability in all 3 cases: 1-, 2-, 3-
step forecasting. Taking into account the companaii intensity of complete models set estimation, i
is not reasonable to compuSEfor more than 47000 models again for 2- and 3-&iggrasts. Thus,
2-, 3-step forecasts are produced for the targe® Iodels. It is believed that 40 best models withi
each type in 1-step forecasting are already en¢aglry wide number of models) to capture the good

models for further steps.

Superior Predictive Ability (SPA) Test

SPA test is proposed by Hansen (2005) as an diitezrta White’s (2000) Reality Check (RC) test.

This means that this test also controls for datopimg which is important when a lot of models are
16



estimated. “Data snooping occurs when a given téata is used more than once for purposes of
inference or model selection. When such data regsars, there is always the possibility that any
satisfactory results obtained may simply be duehance rather than to any merit inherent in the
method yielding the results” [White, 2000, p.111Bjit at the same time SPA test is less sensitive to
the inclusion of poor models than the RC test. The clear advantage of SPA as there for suretmigh

be poor ones among 1000 models.

The null hypothesis can be formulated g E(d;,) < 0 , Vi=1,...,n?% whered;, = L, —
L;, — difference in loss functions forl,...,P3 This means that the benchmark model is not inferior
to any of the alternativen models. The following models are chosen as bendtan&andom Walk
(RW andAR(1)- these two models are very common for economidiaadcial forecasting.

It is important to understand that SPA test justakhwhether there is an evidence of a
significant model against the benchmark. To idgrttie whole set of the best forecasting models the

more complex procedure is needed.

Model Confidence Set (MCS)

MCS was proposed by Hansen (2011) as a responie toeed of multiple models comparison in

terms of superior predictive ability. The procedigalesigned to identify a set of models which are
equivalent in terms of superior predictive abilibyt outperform all the competing models. This is a
great step forward in formal forecast accuracy sssent. Besides, MCS does not imply any
benchmark model and allows to conduct multiple cangons for the whole set of initial models. In

addition to this MCS also allows to control for @@&nooping: MCS consisting of a large number of
models relative to the initial set says that dataat informative and the results are not reliable.

The principal design of the MCS procedure is tH®¥ang:

» First of all, it's necessary to choosf — initial set of explored models1,...,mevaluated

overt=1,...,P.In a current study/, = 1000;

 For all of the initial models the relative perfornea is assessed;;, = L;; — L, Vi,j =
1,..,m;

» The test setdf c M, to be a set of equivalent superior models: Hy y: E(d;;¢) =0,

Vi,j € M. The test statistics is the followingfz = max;jey|t;j|, Where t;; =d;;/

*2 The number of tested models.

* The test statistics E™ = maxmd:T‘/F,where dp = %Zf:l di¢, 6% = dy\P.
m
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/v?ir(dl-j) andd;; = P~1 ¥, d;;.. To get a distribution undet, a stationary bootstrdp
is used.

There are the following steps in the MCS procedure:

« Initially the following proposal is tested! = M,. This means that all our initial models are
equivalent in their superior predictive ability;

» If H, is rejected — the forecast with the largggtis removed, i.e. the model which has
worse predictive ability;

» Then the restricted set of models (without the iglated one at the previous step) is tested
again;

» The procedure is repeated until one fails to rejeetnull, i.e.(1 — a)-confidence set of the

best out-of-sample forecasting models is obtained.

* See Politis & Romano (1994).
18



4. Main Results

4.1. Models Ranking

Table 4 presents the results of models rankingrdou to out-of-samplé&SE for 1-step forecasts
(47203 models estimated). The first column indicatiee model type: RRIMA (long sample),
ARIMA models augmented with one of the explored seaasked indicators (named according to the
leading indicator) and the best nonlinear modek $acond and third columns show the rank of the

best model within each type and the corresponditgpbsampleMSE respectively.

Table 4. Models ranking, 1-step forecasting

Models Min Rank MinVISE Models Min Rank MirMSE
egl 1 0,0332 y2_lagl 271 0,0560
eg2 | 2 | 0,0333 gl | 273 | 0,0561
Q2 | 14 | 00423 92_lagl | 287 | 0,0567
y2 | 19 | 00436 St.ARIMA | 313 | 00574

egl lagl | 29 | 0,0448 92 lag2 | 326 | 0,0575

egl lag2 | 139 | 0,0528 eg2 lagl | 444 | 0,0600

g2 lag2 | 141 | 0,0529 y2 lag2 | 450 | 0,0602

yl lag2 | 178 | 0,0537 yllagl | 571 | 00621

g2 lagl | 201 | 0,0545 ql lagl | 623 | 0,0630

gllag2 | 221 | 0,0549 yiL | 747 | 00647
92 | 232 | 0,0552 eg2 lag2 | 839 | 0,0661

gl lagl | 243 | 0,0554 qllag2 | 880 | 10,0668
gl | 267 | 0,558 Nonlinear | 11505 | 0,1036

At the first glance, among the top there are modetgnented with simple monthly average Gl
for both keywords (Fa6ora”, “Bakancun”) and both Yandex indicators (adjusted and singdarch
volumes) for keyword sakancuu”. The performance of the best stand&RBRIMA model (that is
estimated over the longer sample, but is not autgdewith any search volume indicator) is not
impressive — 313 rank. The best nonlinear modele(liteis AAR shows bad performance — 11505
rank. Also the lagged search volume indicators diowork well as a whole: the best model among
them has rank 29, but the others — higher than 139.

As an example, the forecast of the best modelpgctid below.
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Picture 1. Best model 1-step forecast

According to methodology 40 best models (1-step forecasting) within eadlegmay (24
search-baseARIMAX models and SARIMA) and 3 nonlinear models are selected to compaigget
1000 models. These 1000 models are used in orderottuce forecasts for 2-, 3-steps as well and
further formal assessment. This approached isvieltbfor computational reasons, since estimating
and forecasting with 47000 models in each caseompatationally intractable, given the used IT
means. The comparative models ranking within tHE3@0 models for 1-, 2-, 3-step forecasting is

given in Table 4 of Appendix. Below there is a suanynof the main results for the respective models:

« egl in top 3 models in 1-, 2-st&pandNell in 3-step;

e eg2intop 3 models in 1-, 2-step aNe? in 3-step;

* g1 weak performance in 1-step, but among top 1Gstep and top 20 in 3-step;

* g2 weak performance in 1-step, but in top 10 ingpsindNel in 3-step;

eyl bad performance in 1-step, but in top 30 in P:ste

e y2 from top 20 in 1-step to top 10 in 2-, 3-step;

* gl weak performance in 1-step, but in top 5 in 2st&ps;

e (g2 always in top 15;

» Lagged search indicators: bad performance in 1-stepimprovement in 2-, 3-step. The
most significant resultseg2_lag1- top 10 (3-step)y2_lag2— top 5 (3-step)yl_lagl— top
3 (3-step)ql_lag2—top 5 (2-, 3-stepy2_lag2— top 15 (3-stepyl lagl- top 20 (3-step);

e StARIMA bad performance in 1-step, top 30 in 2-step apdlO in 3-step;

* Nonlinear models: overall bad performanceA#R (the best within the nonlinear models
AAR LSTAR SETAR - rank>800 in each case.

% Here and further this meahsstep forecasting.
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But as it is said earlier this comparative techai@g quite rough due to clo$4SE values in

certain cases. Thus, a more formal forecast acg@ssessment is needed.

4.2. Forecast Accuracy Assessment: SPA test
The results of SPA test against the chosen bendsnfarthe 1-step forecasting are the following:

» The null hypothesis is rejected at 5%-significalexe! for SPA withRWas a benchmark;
* The null hypothesis is rejected at 10%-sig. levelSPA withAR(1 )as a benchmark.

This means that there is the evidence againstehehmark models at a given confidence level,

i.e. at least one of the competing models doegbitan the benchmark.

It is reasonable to account for data-snooping j@roBlat a 1-step forecasting as the target 1000
models are chosen based on the out-of-saMf@E values for this step. But as soon as SPA test does
not identify all the superior models and impliepaticular benchmark it is decided to conduct the
MCS procedure for 2-, 3-step forecasting right agagy without this additional SPA test) — it isiain

more advanced and controls for data-snooping bythe

4.3. The Best Forecasting Models: MCS

The final step in the predictive ability assessmemiICS approach which helps to identify the whole
set of best forecasting (out-of-sample) models. MI@&S procedure for 1-step forecasting gives a set
of 16 best models (out of 1000 tested). This igngoressive result: MCS contains a very little numbe
of models which means that our dataset is infonedtself. Table 5 presents the best models ag¢f-st

forecasting.

Table 5. MCS for 1-step forecasting

ARIMA specification X MSE Rank MCS p-value

(1) AR (247 11)MA (129 egl 0,0332 1 1%

I(1) AR (2 11) MA (2 9) eg2 0,0333 2 0,9271*
(1) AR (14 11) MA (12 egl 0,0349 3 0,9271*
(1) AR (124 11)MA (129 egl 0,0368 4 0,9052*
(1) AR (14 11) MA (129 egl 0,0392 5 0,3878*
I(1)AR (14 11)MA(19 eg2 0,0398 6 0,2057*
I(1) AR (1 4 11) MA (1) eg2 0,0402 7 0,2057*
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I(1) AR (1 4 11) MA (1 2 eg2 0,0405 8 0,2057*
I(1) AR (12 4 11) MA (1 2 egl 0,0407 9 0,2057*
I(1) AR (2 11) MA (9) eg2 0,0415 11 0,5458*
I(1) AR (1 11) MA (1 2) egl 0,0416 12 0,1862*
I(1) AR (12 11) MA (9 eg2 0,0422 13 0,3782*
I(1) AR (1 2 11) MA (1) eg2 0,0423 15 0,2057*
I(1) AR (1 7) 92 0,0424 16 0,5458*
I(1) AR (1 11) MA (1) eg2 0,0424 17 0,7157*
I(1) AR (1 7) MA (9) eg2 0,0436 18 0,2057*

Note: Hyis not rejected at *— 20%-sig.level, **— 10%-siyé.

The results of MCS procedure correspond to the lsadaking: all the best models are search-
based. Thus, models augmented with search voludieatiors outperform all standaARIMA models
(as well as nonlinear ones) even though the lafténem are estimated over a longer sample. Among
the well-performed search indicators there are Emponthly average Gl for both keywords and an
adjusted (normalized) Yandex search volume for leyw'sakancun”. Almost 100% of the best
models are those with Gl, but there is also onedguodel with Yandex index which is the simplest
among all Au; = a;Au; 1 + ayAus_; + yq2, + &. It is important to note that all the MCS models
are equivalent in their superior predictive abiliQverall, search volume data really improves the
predictive ability of the standard time-series medend can be viewed as leading indicators for the
unemployment rate. For this purpose both keyworlds e successfully usedyabora” as the most
popular one (in 37,5% of the best models) agkdncuu” (in 62,5% of the best models) which has a

3-4 times lower search volume.

The MCS procedure for 3-step forecasts gives afsgd best models (out of 1000 tested). This
again verifies that the explored dataset is infdgivea Table 6 presents the best models at 3-step

forecasting.

Table 6. MCS for 3-step forecasting

ARIMA specification X MSE MCS p-value

I(1) AR (1 2 12 13) MA (1 9) g2 0,0641 1*

I(1) AR (2 11) MA (2) SAR | qllag2| 0,0652 | 0,8759*
I(1) AR (1 11 12 13) MA (1 2 9) | gl lagl| 0,0762 | 0,4117*
I(1) AR (2 11 12) | g2.lag2 | 0,0767 | 0,4117*
I(1) AR (2 11) MA (2) SAR | gl | 00767 | 0,4117*
I(1) AR (2 11) MA (2 9) | y2 | 0,0768 | 0,4117*
I(1) AR (2 4 7 11) MA (2) SAR SMA | eg2 | 0,0772 | 0,4125*
(1) AR (L24711) MA (1) SARSMA | StLARIMA | 0,0774 | 0,4117*
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I(1) AR (1 2 11) MA (1) | eg2 | 00777 | 0,4117*
I(1) AR (1 4) MA (1 9) | eg2 lagl| 0,0781 | 0,5197*
I(1) AR (1 2 7) MA (1 2 9) | egl | 0,0785 | 0,4117*
I(1) MA (1 2 9) | g2lag2 | 0,0790 | 0,4117*
I(1) AR (2 7) | q2 | 0,0793 | 0,4117*
I(1) AR (1 4) MA (1 9) | eg2 | 0,0806 | 0,1438**
I(1) AR (1 7 11) MA (1) SAR SMA | StARIMA | 0,0808 | 0,2469*
I(1) AR (4 12) MA (2 9) | yilagl | 0,0810 | 0,4117*
I(1) AR (1 2 4 11) MA (1 2) | StARIMA | 0,0814 | 0,1549**
I(1) AR (1 11 12) MA (9) | gl | 00815 | 0,1979%*
I(1) AR (1 4) MA (9) | eg2 lag2 | 0,0817 | 0,1438**
I(1) AR (1 2 11 12) MA (1) | gl | 0,0828 | 0,2938*

Note: Hyis not rejected at *— 20%-sig.level, **— 10%-siyé.

MCS shows that 85% of best models are augmentddssarch volume indicators. Except for
the well-performed search-based indicators fronep-forecasting, there are also average Gl based on
two last weeks of the previous month and two fiveeks of the current one, lagged indicators and the
simple (unadjusted) Yandex search volume. Probahbly,last one may evoke questions. But it's
important to remember that Yandex data are avalédn a very short and recent period when the
growth in the internet users has already slown doMsfor the 1-step forecasting, both keywords

perform successfully and the percentage breakdswhei same.

As for the 2-step forecast, MCS includes 92 modetss is much higher than for 1-, 3-step
forecasts, but this is just 10% out of a 1000 n®dekted. So the data is also believed to be
informative. The whole MCS is presented in Tabl®ef5Appendix. About 93,5% of the superior
models include search volume data as a leadingatah. Among the well-performed search-based
indicators there are all 4 explored typeg,(g, g, yfor both keywordsX, 2 and the lagged indicators

as well.

Besides, there appeared to be the model which datpes at all 1-, 2-, 3-step forecasts:
Auy = a1 Auq + aAup_y + azAus_1q4 +veg2: + Ber—q + . This model includes simple monthly
average Gl for keywordsikancun” as a leading unemployment indicator. The best efsodor

different steps in forecasting don’t have to beghme, but it's always great when such a modetsexis

The general observation about the forecasting nso@elcept for 1 model in the 3-step MCS,
the MCS in all cases includes only models wifh) (to remind: in order to be agnostic all
specifications are tested for bd{®) andI(1)). Thus, in forecasting it's important to account foe

unit root in the unemployment rate time-series.
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5. Additional Checks

5.1. Classical Economic I ndicator

The purpose of this section is to check the sugdestarch-based indicators against the classical
economic one. The Industrial Production InffedPl) is tested as an alternative indicator of the

unemployment rate. IPI is considered as a commoxypsf GDP growth.

As it is an additional check exercise the evalumtbbmodels is conducted for 1-step forecasts.
To test IPI as a leading indicator the target 10@@els explored in the research are augmentedawith
1-month lag of IPI. Thus, IPI is added toARIMA models (IPl-based models) andARIMA models
that are already augmented with one of the seagsiskebindicators (models containing both search
volume indicator and IPI1) as well. At first, the (procedure is applied to these 1000 models tleat ar
now augmented with 1-month lag of IPI. All the besidels selected at this step represent the “new”
MCS. These best models are added to our best téhseased models (the “previous” MCS) in order

to comprise the initial set for one more MCS praced

Table 6 of Appendix shows all models that comptise final MCS for this additional check
exercise. As a result, MCS does not include anyeatsodugmented with IPI only (IPl-based models).
There are certain models augmented with both seercime indicator and IPI, but these models were
not among the well-performed search-based modetlserprevious section. And there is no need to
care about the previously poor models. With redarthe already good search volume models, IPI
does not improve them. Moreover, all our 16 beatgdebased models (the “previous” MCS) are still
included into this new one MCS.

5.2. Falsfication Test

The falsification test is proposed by D’Amuri & Maicci (2012) as an additional check of the main
results in the paper. This test would be especiatgresting to those people who are skeptical abou
the suggested internet search-based approach émnployment forecasting. The falsification test is
conducted with the help of the Google Correlat@etlaer interesting tool designed by Google. Google
Correlaté” helps to identify the keyword which has the higlwsrelation with the given time series —

in our case it is the unemployment rate for theample period [2004.1 — 2011.10].

* Source: “The socio-economic state of Russia”, FSSS.
37 http://www.google.com/trends/correlate

24



The found keyword appeared to be “6.5”. It is difft to identify the nature of this keyword
exactly, but among the related queries Google Gueeshows “Windows 6.5” and several 6.5-
versions of some other software. Anyway this folegiword for sure doesn’t directly belong to the
job-search activity. To conduct the falsificatiogst the simple monthly averages Gl for “6.5" are
computed and added to the standalIMA models. Thus, this new index is considered as an
alternative leading indicator which has the strahgmrrelation with the given time series, but no
logical connection with the job-search. If this pde search-based indicator would also perform well
in the out-of-sample unemployment forecasting, them previously suggested concept (job-search
gueries as leading unemployment indicators in Rjiskesn’t really work well.

The best 40 models (in terms of out-of-samyeE for 1-step forecasts) are chosen among the
estimated simplARIMA models augmented with this pseudo indicator. Theseels are added to our
previous best 16 models in order to conduct and#@$ procedure. As a result, there are no models
augmented with “6.5” Gl instead of our job-relasshrch indicators: our 16 best models comprise the
whole MCS. This proves again that the results efghper are not occasional: only job-search-related

indicators are relevant for forecasting the unemyplent rate in Russia.
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6. Conclusion

The current research tests the relevance of thrers@alume data for unemployment forecasting in
Russia. The job-search-based indices are considierede the first leading indicators of the
unemployment rate in Russia which is released aitbnsiderable lag. For the purpose of the research
an extremely extensive forecasting “horse-racenofre than 47 000 models is conducted. Among
these models there are standard time-series smfis, ARIMA models augmented with search
volume indicators and several nonlinear models.tReffirst time a wide range of 24 different search
based indicators is explored: both from Yandex W& Google Trends, based on the 2 most
popular keywords (fabora”, “Bakancuu”), measured in relative or absolute scale, norredlior
nonnormalized. The identification of the best f@&og models is based on the MCS approach.

Thus, the current study is a large scale compam$dRussian unemployment rate forecasting
models; the first one to apply a search-based appréor unemployment forecasting in Russia; and
the first worldwide comparison of search volumeigatbrs from two different search engines: Google

vs. Yandex.
The following main results regarding the out-of-gderpredictive ability are highlighted:

e Success of job-search-based indicators for unempay forecasting is robust to the choice

of the main related keywords and search volumaaesyv

» Various Google and Yandex indicators show impresspgults;

» Both keywords are successfully used for forecasting

» Search volume indicators are proved to be thelgesding indicators for unemployment rate

in Russia:

» Models augmented with search volume indicators aw@rtheir predictive ability at 1-,
2-, 3-step forecasting;

> In 1-step forecasting — models augmented with Glafa@urrent month and a simple
model with adjusted Yandex indicator outperform allernatives including longer
sample common models;

> In 3-step forecasting — 50% of best models incl@tland 35% - Yandex index;

» Search-based models outperform the best analyzetbmariable models (IPI-based).
And additional inclusion of IPI (with 1-month lagloes not improve the predictive
ability of the best search-based models;

> The results of the research have survived thefitason test.
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* Found the model that is superior at 1-, 2-, 3-ftepcasting -ARIMAaugmented witleg2

Thus, although the sample is not large (searchnveldata has limited availability) the results

seem very promising.
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Appendix: Descriptions

Description 1. ADF test

To test for the stationary of the time series theran Augmented Dickey-Fuller teADF) for the unit root
process. The widest specification of the testedehsAy, = ay + St + yy,_1 + Zf=1 O;Ay,_; + &_i, where
y = Zf=1 a;—1 and §; = —Zi?:iocj (ay, ... ,a, are the coefficients in the simpfeth order autoregressive

process). The null hypothesis is tipat 0 which means that the process is difference statyoT he alternative
14

ar(¥)

values are defined under the Dickey-Fuller distitouand for the following specifications;- no intercept and

no trend,ru- an interceptr,- both, an intercept and a trend.

one states that < 0 and indicates the trend stationary process. TétestatisticDF = = and the critical

Description 2. Explored search-based indicators

Indicator| Description

egl Simple monthly average of the weekly Googléciesl(based owl-w4of m) for “pa6ora”
eg2 Simple monthly average of the weekly Googlécesl(based owl-w4of m) for “Bakancun’
gl Average of the weekly Google indices related/iew2of m & w3-w4of m.; for “padora”
g2 Average of the weekly Google indices related/iew2 of m & w3-w4of m_; for “sakancun”
yl Simple monthly Yandex search volume fpaGora”

y2 Simple monthly Yandex search volume feaxkancun”

ql Monthly Yandex search volume fgrabora” adjusted for the number of Yandex users
g2 Monthly Yandex search volume fasakancun” adjusted for the number of Yandex users

eglll 1-month lag of egl
egll2 2-month lag of egl
eg2l1 1-month lag of eg2
eg2l2 2-month lag of eg2

glll 1-month lag of g1
gll2 2-month lag of g1
g2l1 1-month lag of g2
g212 2-month lag of g2
ylll 1-month lag of y1
yl1l2 2-month lag of y1
y2I1 1-month lag of y2
y212 2-month lag of y2
glll 1-month lag of g1
gll2 2-month lag of g1
g2l1 1-month lag of g2
g212 2-month lag of g2

Note: lagged indicators are marked with “|” follogvby the number of lags. Ex. eglll means egl_lagl.

Description 3: Nonlinear models

Y0+ Pr1Ye 1+t Qi Yo p tor& Y g <c

1.Self-exciting threshold autoregressi®@ETAR. Y, = {
g g TAR. Y; Y20t P21Vt @2 Y p, T 026, Y g >

The 2 regimes are identified according to the valfithe thresholat. Y;_; is chosen as a threshold variable
(d = 1) and two lags for each regime, (= p, = 2) are adopted.

2.Logistic smooth transition autoregression (LSTAR)he adopted form isY; = [(pLO + @11V +

<P1,2Yt—2][1 - G(Yt—1,% C)] + [‘Pz,o + @Y1 + <P2,2Yt—2][G(Yt—1,% C)] + &, where y>0 and
1

G(Yt_]_’y, C) - L

+e VMo (Ve—cp)

3.Additive autoregressiolA@AR) in the formY, = u+ Y%, s;(Y;—i—1)a), Wheres; are represented by cubic
regression splines.
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Appendix: Figures®
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Appendix: Tables

Table 1. ADF test results (long sample)

Null Hypothesis: U has a unit rc
Exogenous: Constant, Linear Trend

Lag Length: 1 (Automatic based on SIC, MAXLAG=12)

t-Statistic

Prob.*

Augmented Dickey-Fuller test statistic

-3.545303 .0388

Test critical values: 1% level -4.030157
5% level -3.444756
10% level -3.147221
*MacKinnon (1996) one-sided p-values.
Augmented Dickey-Fuller Test Equation
Dependent Variable: D(U)
Method: Least Squares
Date: 05/31/13 Time: 14:08
Sample (adjusted): 2002M03 2012M12
Included observations: 130 after adjustments
Variable Coefficient ~ Std. Error  t-Statistic Prob.
U(-1) -0.109535 0.030896 -3.545303  0.0006
D(U(-1)) 0.467837  0.079071 5.916635  0.0000
C 0.915838  0.264578 3.461504  0.0007
@TREND(2002M01) -0.001945 0.000884 -2.201092  0.0296
R-squared 0.244951 Mean dependent var -0.024236
Adjusted R-squared 0.226974S.D. dependent var 0.356999
S.E. of regression 0.313880Akaike info criterion 0.550673
Sum squared resid 12.4135%chwarz criterion 0.638905
Log likelihood -31.79374 Hannan-Quinn criter. 0.586524
F-statistic 13.62556 Durbin-Watson stat 2.078561
Prob(F-statistic) 0.000000
Table 2. ADF test results (short sample)
Null Hypothesis: U has a unit rc
Exogenous: Constant
Lag Length: 1 (Automatic based on SIC, MAXLAG=12)
t-Statistic Prob.*

Augmented Dickey-Fuller test statistic

-2.790378 .0630

Test critical values: 1% level
5% level
10% level

-3.491928
-2.888411
-2.581176

*MacKinnon (1996) one-sided p-values.

Augmented Dickey-Fuller Test Equation
Dependent Variable: D(U)

Method: Least Squares

Date: 05/31/13 Time: 14:11

Sample: 2004M01 2012M12

Included observations: 108
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Variable Coefficient  Std. Error t-Statistic Prob.
U(-1) -0.084940  0.030440 -2.790378  0.0063
D(U(-1)) 0.431788  0.087872  4.913823  0.0000
C 0.583266  0.218834  2.665332  0.0089
R-squared 0.208466 Mean dependent var -0.030835
Adjusted R-squared 0.193389S.D. dependent var 0.367008
S.E. of regression 0.329615Akaike info criterion 0.645603
Sum squared resid 11.407855chwarz criterion 0.720107
Log likelihood -31.86256 Hannan-Quinn criter. 0.675812
F-statistic 13.82687 Durbin-Watson stat 2.068248
Prob(F-statistic) 0.000005
Table 3. Descriptive statistics (in-sample)
Mean Median Max Min Std. Dey.  Skew. Kurtos s‘éaerriue' Prob. Obs.
u 7.47504 | 7.53389| 957746 5.41611  1.00938 -0.1082.29325 | 2.66496| 0.26382 118
egl 61.1069 | 60.3750| 86.250( 43.5000 9.63166  0.4479L71559 | 3.46111| 0.17718 94
eg2 60.0654 | 59.0000[ 94.750( 33.0000 14.97¢7  0.2553135340 | 2.65873| 0.26464 94
gl 61.1586 | 60.0000| 90.000Q 44.2500 9.456Y6  0.5152.95531 | 4.12265| 0.12728 93
g2 60.1908 | 59.5000| 97.0000 30.5000 15.14Y3  0.2625K57115 | 1.78122| 0.41040 93
yl 1644277 | 1567928 2254633 1068819 3437512 0.0823.87143 | 1.30030| 0.52196| 24
y2 4537200 | 4598329 6412968 2480783 1036329 438.0 | 2.15411 | 0.72322| 0.69654 24
gl 0.62235 | 0.63437| 0.79417 0.4324D 0.09883 -0.1642.10337 | 0.91252| 0.63364 24
g2 0.17127 | 0.17000| 0.22589 0.10912 0.029%4  -0.08292.49819 | 0.27934| 0.86964| 24
eglll| 61.2435| 60.7500{ 86.250( 43.5000 9.59184 09140 2.73097 | 3.29485| 0.19254 93
egll2 | 61.3576 | 60.7500| 86.250( 43.5000 9.580F77 0226 2.73684 | 3.0483 0.21780 92
eg2l1| 60.0059 | 58.2500f 94.750( 33.000 15.04¢7  O@65 2.33923 | 2.78783| 0.2481Q0 93
eg2l2 | 59.8755 | 57.7500[ 94.750( 33.0000 15.07f2 @287 2.35183 | 2.88039| 0.23688 92
glll | 61.2744 | 60.1250| 90.000Q 44.2500 9.44199 0.50222.96315 | 3.87339| 0.14417 92
gll2 | 61.3928 | 60.2500| 90.000Q0 44.2500 9.42537 088932.97275 | 3.63487| 0.16244 91
g2l1 | 60.0869 | 59.000 97.0000 30.500p 15.1969  0.2807857161 | 1.91204| 0.38441 92
g2l2 | 59.9505 | 58.5000| 97.0000 30.5000 15.2244  030332.58727 | 2.04131| 0.3603§ 91
ylll | 1623416 | 1534897 2254633 1068819 3355756 7614| 1.97301 | 1.09428 0.5786( 23
yll2 | 1611903 | 1533575 2254633 1068819 3387966 @234 2.00339 | 1.11196] 0.57350 22
y211 | 4486197 | 4578993 6412968 2480783 102836103680 | 2.23850 | 0.56076 0.75549 23
y212 | 4440545 | 4436339 6412968 2480783 10284301290 2.31501 | 0.49118 0.78224 27
glll | 0.61779 | 0.62153| 0.79417 0.43240 0.09791 -®0882.14805 | 0.72579| 0.69565 23
gll2 | 0.61554 | 0.62126| 0.79417 0.43240 0.09961 -@0252.09692 | 0.74989| 0.68732 22
g2l1 | 0.17021 | 0.16890| 0.22589 0.10912 0.02974 -®0012.51817 | 0.22249| 0.89471 23
g2l2 | 0.16908 | 0.16747| 0.22589 0.10912 0.02992 088662.55927 | 0.20561| 0.90230 22
"6.5 | 7.44680 | 0.00000| 52.0000 0.00000 14.3268 1.82655.32405 | 36.7126| 0.0000q 47
IPI 100.625 | 101.000| 130.400 82.000 7.11809 0.1372B6.58911 | 33.0467| 0.00000 11y

Note: lagged indicators are marked with “I” follosvby the number of lags. Ex. eglll means egl_lagl.
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Table 4. Ranking of modelswithin target 1000

1-step 2-step 3-step
Modef® | min MSE | Rank| Model | min MSE| Rank Model|l min MSE Rapk
egl 0,03324 1 egl 0,07635 3 |egl 0,07848 11

eglll 0,05113 95 eglll 0,08955 27| eglll 0,08434 29
egll2 0,05155 109 egll2 0,09683 50| egll2 0,08858 49
eg2 0,03334 2 eg2 0,06473 1 |eg2 0,07722 7

eg2l1 0,05515 213 eg2l1 0,09863 60| eg2l1 0,07811 10
eg2I2 0,05807 317 eg2I2 0,10582 117 eg2l2 0,08169 21
gl 0,05378 170 gl 0,08325 7 |91 0,08148 19
gll1 0,05352 161 gll1 0,10371 98 | gll1 0,08511 34
gll2 0,0534 152 gll2 0,10425 103 9112 0,08931 55
g2 0,05349 157 g2 0,08371 9 |Qg2 0,06412 1

g2l1 0,05327 146 9211 0,09649 47 | 9211 0,08359 26

9212 | 0,05162 | 110 | g212 | 0,09355| 40|g2l2 | 007666 | 4
St St St

ARIMA | 0,05483 | 204 | ARIMA |008908 | 25 |ARIMA | 907744 | 8
ql 0,05389 | 173 | ql 007523| 2 |ql 007668 | 5
glll | 0,0559 | 249 | g1l | 009158| 32 |qlll | 007622 | 3
qil2 | 0,05829 | 327 | qu2 | 007928 5 |qll2 | 006521 | 2

g2 0,04228 14 g2 0,08364 8 |92 0,07931 13
g2l1 0,05407 178 g2l1 0,10731 129 g2I1 0,08905 52
g212 0,05455 193 g212 0,09998 68 | 9212 0,07897 12

yl 0,05728 | 284 | y1 0,10313| 95 |yl 0,08398 | 27
y1l1 0,05571 | 238 | yli1 0,09849 | 58 |ylil 0,081 16
y1I2 0,06537 | 695 | ylI2 0,17146 | 734 ylI2 0,23969 | 687
y2 0,04361 | 19 | y2 0,07917 | 4 |y2 0,07682 | 6

y211 0,05388 172 y211 0,10071 72 | y2l1 0,10114 118
y212 0,05474 201 y212 0,0998 64 | y2I2 0,08319 24
AAR* |0,1036 901 | AAR 0,2923 881 | AAR 0,51507 878

Table5. MCSfor 2-step forecasting

Model" MSE p-value
egli1AR1411MA129 0.0963b0.6184*
eg2I1AR1411MA19 0.086940.6184*
eg2I1AR1411MA1 0.08763 0.6184*
eg211AR1411MA12 0.086970.6184*
egli1lAR12411MA12 0.083830.6184*
eg211AR12411MA1 0.088350.6184*
eg2I1AR211MA9 0.09803 0.3761*
q211AR211MA2 0.08629 0.6184*
eg2I11AR1211MA1 0.087490.6184*
eg2I1AR111MAL 0.09298 0.6184*

%9 Lagged indicators are marked with “I” followed the number of lags. Ex. eglll means egl_lagl.
“° The best model among nonlinear ones in all 3 cases
*! The models are named in the following way: eg111ARIMA129 means model I(1) AR (1 4 11) MA (1 2 9ymented
with eg1.
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y211AR111MA19

0.10283 0.5396*

eg211AR124711MA12

0.0904

30.6184*

€g211AR4711MA29

0.0647

31.0000*

y211AR111

0.0996Q 0.6184*

€g211AR141112MA1

0.0856

80.6184*

eg2l11AR111MA12

0.0966

D 0.5926*

g211AR14

0.10448 0.4594*

eg1ll1AR1411MAL

0.097550.6184*

€g2I11AR24711MA2SARSMA

0.0917

50.6184*

€g211AR2411MA2

0.10244 0.1687**

y211AR17

0.09829 0.1369**

y2I11AR211

0.09849 0.3155*

€g211AR14MA19

0.08412 0.6383*

eg2I11AR2411MA12

0.1123

30.5396*

q211AR27

0.08411 0.6383*

egll1AR211MA19

0.09996 0.5699*

egli1AR124711MA19

0.0937

80.6184*

eg211AR1IMA29

0.09693 0.3155*

y211AR1 0.08729 0.6184*
g211AR211 0.08364 0.6383*
eg2l11AR211MA12 0.11016 0.1006**
eg211AR27MA1l 0.09632 0.5396*
eg2I11AR47MA29 0.09064 0.6184*
egll1AR1111213 0.0906[70.6184*
€g211AR1241112MA12 0.093450.6184*
g211AR11213MA29 0.087920.6184*
g211AR4MA2 0.08655 0.6184*
egll1AR12411MA1 0.093400.5536*
y211AR27 0.09655 0.4195*
y211MA1l 0.10235| 0.4195*
g211AR211MA12 0.10109 0.2363*
y2I11AR711MA2 0.09241 0.6184*
g211AR47MA2 0.09184 0.6184*
egll1AR127MA129 0.089070.6184*
egll1AR14MA9 0.10563 0.3155*
egli2]1AR1411MA12 0.100170.1638**
egli1AR1412MA1 0.0763%0.6383*
egll1AR1211MA9 0.09426 0.6184*
y211AR2MA9 0.08423 0.6184*
g211AR24 0.10024 0.5396*
egll1l11AR1411MA129 0.105550.3155*
eg1l11AR1411MA12SAR 0.1026p0.2363*
g211AR24MA9 0.10805 0.2388*
g1lI1AR211IMA2SAR 0.07523 0.6383*
y211AR1211MA129 0.10190 0.3807*
y211AR211MA29 0.07917 0.6383*
g211AR17MA1 0.09739 0.2662*
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y211AR1411MA9
nol1AR12411MA12
nol1AR1711MA1SARSMA
y1l111AR1111213MA129
nol1AR124711MA1SARSMA
g2I111AR124711MA12
g1ll111AR1111213MA129
gqli111AR1211MA2
egll111AR211MA19
02I211AR14111213
egll211AR1111213
nol1AR1411MA2SARSMA
g2I211AR121112
nollAR211MA12SARSMA
nol1AR14711MA2SARSMA
g1lI211AR1411MA19
gqlI211AR211MA2SAR
egli211AR141112MA1
02I1211AR1411MA1
02I1211AR21112
0211AR111MA12
g1lI1ARZMA9
0g111AR121112MA1
gqlI211AR2MA19
02I1211AR41112MA1
0211AR121213MA19
egll1l1AR12411MAl
0211AR12111213MA1

0.09356 0.5536*
0.08908 0.6184*
0.089100.6184*
0.098490.1369**
0.093020.5536*
0.096490.4359*
0.091580.6184*
0.09862 0.4195*
0.089550.6184*
0.099950.5396*
0.096830.5396*
0.10284 0.4626*
0.100980.5334*
0.09080 0.6184*
0.09906 0.5396*
0.1042% 0.1064**
0.07928 0.6383*
0.1013|70.3492*
0.10009 0.2388*
0.09355 0.5396*
0.08371 0.6383*

0.09740 0.5536*
0.0832% 0.6383*

0.08242 0.6383*
0.09494 0.6184*
0.099980.5233*
0.101570.1687**
0.101120.3004*

€g2I110AR111MA19Int

0.09863 0.5536*

y2I1211AR111IMA2SAR 0.1026% 0.5396*
y2|111MA129 0.10071f 0.6184*
eg2I111AR14MA19 0.1020% 0.5536*
g21211MA129 0.0999§ 0.1628**

y21211AR1111213MA29

0.099800.5396*

y1l111AR412MA29

0.10082

0.3062*

Note: Hyis not rejected at *— 20%-sig.level, **— 10%-siyé.

Table6. Final MCSfor | Pl additional check

Modef*

MSE p-value
€g211AR2411MA9IPI 0.03960 0.7985*
egll1AR12411MA12IPI 0.04086 0.2093*
€g211AR211MA9IPI 0.04007| 0.6817*
€g211AR2411MA29IPI 0.04179 0.2093*
€g2I11AR1111213IPI 0.04183 0.2093*
glI211AR121213MA19IPI 0.04154 0.5077*

* The models are named in the same way as in théopeetable. “IPI1” at the end means that the moslelso augmented

with 1-month-lag IPI.
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91I1211AR1111213MAO9IPI 0.03984 0.7578*
€g211AR124711MA12IPI 0.04192 0.2093*
€g211AR24711MA12IPI 0.0427Q0 0.2093*
€g211AR24711MA2SARSMAIPI 0.04383 0.1294*¢
€g211AR4711MA29IPI 0.04280 0.1294+
g211AR11MAL1IPI 0.04260| 0.1294**
gli111AR2MA19IPI 0.04301| 0.1294**
€g211AR141112MAL1IPI 0.04313 0.1294*t
g211AR211IPI 0.04418| 0.1294**
g2I111AR1211MA19IPI 0.04319 0.1294*4
eg2l11AR2411MA12|PI 0.04805 0.1294*
€g211AR11MA19IPI 0.04575 0.1199*4
gqli111AR2IPI 0.04831| 0.1294**
egll11AR24711MA129 0.03324 1.0000*
€g211AR211MA29 0.03334 0.9271*
eg1l1AR1411MA12 0.0349Q 0.9271*
egli1AR12411MA129 0.03683 0.9052*
€g2I11AR111IMA1 0.04239 0.2697*
eg2I11AR211MA9 0.04146) 0.5077*
g211AR17 0.04238]| 0.4259*
eg111AR1411MA129 0.03918 0.5077*
€g211AR1211MA9 0.04217, 0.3979*
eg2I11AR1411MA19 0.03984 0.4373*
€g211AR1411MA1 0.04021 0.5077*
€g211AR1411MA12 0.04045 0.4532*
eg1l1AR12411MA12 0.04066 0.2247*
€g211AR1211MA1 0.04228 0.2093*
eg2I11AR17MA9 0.04360[ 0.2093*
egli1AR111MA12 0.04160 0.2093*

Note: Hyis not rejected at *— 20%-sig.level, *— 10%-siyé&.
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