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Abstract—We consider a linear-quadratic control problem where a time parameter evolves
according to a stochastic time scale. The stochastic time scale is defined via a stochastic process
with continuously differentiable paths. We obtain an optimal infinite-time control law under
criteria similar to the long-run averages. Some examples of stochastic time scales from various
applications have been examined.
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1. INTRODUCTION

In the present paper, we study the problem of a linear-quadratic controller for the case when
the change in the time parameter is described by a stochastic process. The procedure of ran-
dom change of time [1, 2] is widely used in modeling system dynamics and decision making
in various fields of applications, see [3–8]. In this case, the introduction of a stochastic time
scale leads to a control system with time-varying random coefficients. In particular, linear con-
trollers without additive noise and with a random time parameter were previously considered
in [9], where the scale was defined as the sum of random variables. In [10], it was assumed that
stochastic time scale is associated only with the choice of controls and belongs to the class of
subordinators. It should be noted that in the control problems in [9, 10], the minimization of
the expected values of cost functionals was considered, and the pathwise optimality (optimiza-
tion with probability 1) was not analyzed. The general framework of a linear control system
with random coefficients was studied in [11] on a finite horizon. In the general case of nonsta-
tionary coefficients, passing to infinite horizon setting turns out to be difficult due to the un-
boundedness of the cost functionals and the need to study the existence of solutions of back-
ward stochastic differential equations. However, as will be shown in this paper, these difficul-
ties can be avoided when considering a linear control system arising from the assumption of a
stochastic time scale. The corresponding optimality criteria used on an infinite time horizon will
include both criteria based on expected values (with deterministic normalization) and pathwise
criteria with random normalization based on a stochastic time scale process. The article is orga-
nized as follows. Section 2 describes the underlying model under study and sets up the problem.
Section 3 contains the main result on the form of the optimal control law. Section 4 provides
examples of stochastic time scales from various applications as well as an example of a scalar
control system.
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2. SPECIFICATION OF THE MODEL AND STATEMENT OF THE PROBLEM

2.1. Preliminaries

Assume that on a complete probability space {Ω,F ,P} with filtration (Ft)t�0, we are given
a scalar stochastic process αt, t � 0, having continuous and positive paths with probability 1. Then
the stochastic time scale is defined as an almost surely (a.s.) increasing process τt =

∫ t

0
αv dv, t � 0,

or, in the differential form, as
dτt = αt dt, τ0 = 0. (1)

For αt, t � 0, one can take processes of diffusion type, see [5], or, for example, a random vari-
able αt = ᾱ > 0 with absolutely continuous distribution and finite moments that determines the
scaling factor of the of time scale, see [4]. The process τt, t � 0, is referred to as the “internal” time
as opposed to physical or real time t. The terms “operational,” “business” time, “informational” time
scale, “biological” or “molecular clock,” etc. are also used depending on the field of application.

Assumption A. A stochastic process αt > 0, t � 0, defining a time scale in (1) has continuous
(with probability 1 and in mean square) sample paths with

∫ t

0
αv dv →∞ as t→∞ a.s.

It should be noted that by the monotone convergence theorem, see, e.g., [12, Theorem 1.1, p. 15],
the condition

∫ t

0
αv dv → ∞ as t → ∞ a.s. being satisfied also implies

∫ t

0
Eαv dv → ∞ as t → ∞.

As will be shown below, incorporation of a stochastic time scale τt into the control system, known
as stochastic linear quadratic controller, leads to dynamics equations and a cost functional with
random coefficients.

2.2. Statement of the Problem

Let W̃t, t � 0, be a d-dimensional standard Wiener process with respect to (Ft)t�0. The evolution
of the system state Yτ , τ � 0, in the internal time τ is determined using an n-dimensional controlled
stochastic process with the dynamics

dYτ = AYτdτ +BŨτdτ +GdW̃τ , Y0 = x, (2)

where x is a nonrandom initial state, Ũτ is the k-dimensional vector of an admissible control (to be
defined below), and A,B,G �= 0 are constant matrices of appropriate dimensions. The assumption
of the deterministic initial state has been made because of the subsequent consideration of the
control system on an infinite horizon. In the case of nondegenerate disturbances, the contribution
of the initial state diminishes over time under an optimal control.

If the value of T—the length of planning horizon in real time—is given, then the corresponding
T (T ) =

∫ T

0
αt dt. For the internal time scale, the cost functional has the form

JT (Ũ) =

T∫
0

(
Y T
τ QYτ + ŨT

τ RŨτ

)
dτ, (3)

where Q � 0 and R > 0 are symmetric matrices, T is the transpose sign, and the notation A � B
(A > B) for matrices means that the difference A−B is positive semidefinite (positive).

To state the problem, we transform (2)–(3) taking into account (1). It can readily be noticed
that W̃τt is an Ft-martingale with the quadratic variation of each component equal to

∫ t

0
αs ds. Then,

according to [13, Lemma 2], there exists a Wiener process Wt, t � 0, such that W̃τ =
∫ t

0

√
αsdWs.

Assuming that Xt = Yτ , Ut = Ũτ , and J
(α)
T (U) = JT (Ũ), we obtain the control system with random

coefficients
dXt = αtAXtdt+ αtBUtdt+

√
αtGdWt, X0 = x, (4)
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J
(α)
T (U) =

T∫
0

αt

(
XT

t QXt + UT
t RUt

)
dt, (5)

where the admissible controls Ut, t � 0, are F̄t-adapted processes F̄t = σ{Ws, αs, s � t} such
that Eq. (4) has a solution. (Here σ(·) denotes a σ-algebra.) We denote the set of admissible
controls by U . Linear systems of the form (4) with random coefficients (in the absence of control
actions) were studied earlier in modeling in physics [7], finance [3], and mechanics [8]. Note that in
economics and finance, (4) is often used to specify the dynamics of deviations of variables from their
equilibrium values, as well as economic indicators that can be of both signs (inflation, return, budget
balance, and so on). Obviously, the process αt, t � 0, is by no means always available for direct
observation. In economics and finance, there are approaches permitting one to use information
about known variables to determine the dynamics of the stochastic time scale. The process αt is
associated with economic (or market) activity, and there are various capturing indicators: trading
activity (number of transactions and their volume), volatility of key financial variables and related
derivatives, specific indices of economic activity, etc.; see the overview part in [14] as well as [15].
In physics, the αt describes, for example, the inhomogeneity of a medium, see [16], and makes it
possible to observe the corresponding characteristics. Establishing the relationship between specific
observables and the process αt is a separate problem that, when stated with mathematical rigor,
leads to more complex models with incomplete information, which are not considered in this paper.
In the above situations, an important point is the assumption that the time speed αt of the stochastic
time scale is independent of random disturbances (of the process Wt) in the dynamic equation (4).
It is also worth noticing that when studying (4) for linear control laws, one can use results on the
conditional Gaussian property of Xt with respect to F (α)

t = σ{αs, s � t} if αt is a diffusion process
and the coefficients of the underlying stochastic differential equations meet some requirements;
see [17, Sec. 12] and the example in Sec. 4. As T →∞, we consider the control problems

lim sup
T→∞

⎛
⎝EJ (α)

T (U)

/
E

⎛
⎝ T∫

0

αtdt

⎞
⎠
⎞
⎠→ inf

U∈U
(6)

and

lim sup
T→∞

⎛
⎝J

(α)
T (U)

/ T∫
0

αtdt

⎞
⎠→ inf

U∈U
with probability 1. (7)

The solution of problem (7) is understood in the following sense: if U∗ is an optimal control
and J∗ = lim supT→∞

{
J

(α)
T (U∗)

( ∫ T

0
αtdt
)−1
}
, then for each admissible control U ∈U one will

almost surely have lim supT→∞

{
J

(α)
T (U)

( ∫ T

0
αtdt
)−1
}
� J∗. We will see in what follows that, with

probability 1, the value of J∗ is equal to a constant; i.e., the values of the criterion are compared
with a constant for each outcome ω ∈ Ω. Here we can also characterize the design procedure for
the criterion in problem (6). We use the same principle as the one on which the form of long-
run average is based: the normalization of the expected value is selected in accordance with the
behavior of EJT (U

∗) on the control U∗ as T →∞. It is useful to notice that in the internal time
(without taking (1) into account) problems (6)–(7) would have the form of control problems with
long-run averages lim supT →∞{EJT (U)/T } → infU∈U and lim supT →∞{JT (U)/T }→ infU∈U a.s.
This observation allows us to assume that the existence of a well-known stable feedback control law
of the form U∗ = −R−1BTΠX∗ (Π � 0 is a solution of the algebraic Riccati equation) can also be
sufficient to derive an optimal strategy in (6)–(7). Suppose that the matrix Q in the functional (3)
has the form Q = CTC, where C is some square matrix. We introduce the following assumption.
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Assumption P. The pair of matrices (A,B) is stabilizable; the pair of matrices (A,C) is
detectable.

Recall that a pair of matrices (A,B) is said to be stabilizable if there exists a matrix K such that
the matrix A+BK is exponentially stable, and detectability is the property dual to stabilizability.
More precisely, the detectability for (A,C) implies the stabilizability of (AT, CT); see [18, p. 168].

3. MAIN RESULT

In view of Assumption P, there exists a symmetric matrix Π � 0 that is a unique positive
semidefinite solution of the algebraic Riccati equation

ΠA+ATΠ−ΠBR−1BTΠ+Q = 0, (8)

with the matrix A−BR−1BTΠ being exponentially stable; see [19, Theorem 3.7, p. 275]. Then we
can define the control law

U∗
t = −R−1BTΠX∗

t , (9)

where the process X∗
t , t � 0, satisfies the equation

dX∗
t = αt

(
A−BR−1BTΠ

)
X∗

t dt+
√
αtGdWt, X∗

0 = x. (10)

It will be shown below that a U∗ of the form (9)–(10) is a solution of problems (6) and (7).
Equation (10) is a linear stochastic differential equation (SDE) with random coefficients, and, by
virtue of Assumption A, see also [2, Corollary 4.6], its solution exists and can be written in closed
form as

X∗
t = Φ(t, 0)x+Φ(t, 0)

t∫
0

Φ(0, s)
√
αsGdWs, (11)

where the matrix Φ(t, s) = exp
{
(A−BR−1BTΠ)

∫ t

s
αvdv

}
admits, with probability 1, the estimate

‖Φ(t, s)‖ � κ0 exp
(
−κ
∫ t

s
αvdv

)
, s � t, for some nonrandom constants κ0, κ > 0 (here ‖ · ‖ is the

Euclidean matrix norm). Several asymptotic properties of the process X∗
t , t → ∞, that we will

need in the sequel are presented in the following lemma.

Lemma. Let Assumptions A and P be true. Then there exist constants c̄1, c̄2 > 0 such that

lim sup
t→∞

⎛
⎝E‖X∗

t ‖2
/

ln

⎛
⎝E

t∫
0

αsds+ e

⎞
⎠
⎞
⎠ < c̄1, (12)

and, with probability 1, the inequality

lim sup
t→∞

⎛
⎝‖X∗

t ‖2
/

ln

⎛
⎝ t∫

0

αsds+ e

⎞
⎠
⎞
⎠ < c̄2 (13)

holds, where e is the base of the natural logarithm.

The proofs of the Lemma and the Theorem are given in the Appendix.
It should be noted that deriving (4)–(5) from (2)–(3) with a deterministic change of time allows

for the straightforward use of well-known results on optimal control for time-invariant systems,
see [20]. The considered case of a stochastic time scale requires a separate analysis. The results of
this analysis are stated in the following assertion.
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Theorem. Let Assumptions A and P be satisfied. Then the control law U∗ defined in (9)–(10)
is a solution of problems (6) and (7). Furthermore,

lim
T→∞

⎛
⎝EJ (α)

T (U∗)

/
E

⎛
⎝ T∫

0

αtdt

⎞
⎠
⎞
⎠ = lim

T→∞

⎛
⎝J

(α)
T (U∗)

/ T∫
0

αtdt

⎞
⎠ = tr (GTΠG) a.s.

(where tr (·) is the notation for the trace of a matrix ).

Remark 1 . The condition αt > 0 a.s., t � 0, has been necessary to switch from system (1)–(3)
to system (4)–(5) by incorporating the time scale into analysis. If the processes (4)–(5) are already
given, then we can introduce the weaker condition αt � 0, t � 0, into Assumption A.

Remark 2 . In the case of a deterministic system evolving in the internal time, i.e., when G = 0
in (2), the control law U∗ will be a solution of the problems

lim sup
T→∞

EJ
(α)
T (U)→ inf

U∈U
and lim sup

T→∞
J

(α)
T (U)→→ inf

U∈U
a.s.

In this case, limT→∞ EJ
(α)
T (U∗) = limT→∞ J

(α)
T (U∗) = xTΠx.

Remark 3 . Along with problems (6)–(7), one can also consider the problem

lim sup
T→∞

E

⎧⎪⎨
⎪⎩J

(α)
T (U)

⎛
⎝ T∫

0

αtdt

⎞
⎠

−1
⎫⎪⎬
⎪⎭→ inf

U∈U
,

in which the criterion has been obtained from the long-run average known for a deterministic system
under constant nonrandom perturbations. By analogy with what has been proved in the Theorem,
a control law U∗ of the form (9)–(10) will be a solution, and the value of the criterion in this case
will also be equal to tr (GTΠG).

4. EXAMPLES OF STOCHASTIC TIME SCALES
AND A SCALAR CONTROL SYSTEM

We used stochastic normalization in the control problem (7); however, in many examples, it
proves possible to replace random normalization with a deterministic function. In applications, when
describing the process αt, t � 0, the requirement of “comparability” of the time scale T (T ) =

∫ T

0
αtdt

and the actual planning horizon T as T →∞ is often introduced (see, e.g., [21, Theorem 6.1, p. 174]);
i.e., T (T )/T → const a.s. In the following remark we describe the possibility of transition to
nonrandom normalizations and the form of the corresponding control problems.

Remark 4 .

1. Suppose that for a stochastic process αt, t � 0, we have

lim sup
T→∞

⎧⎨
⎩

T∫
0

αtdt/Γ
(+)
T

⎫⎬
⎭ = c(+) > 0 or lim inf

T→∞

⎧⎨
⎩

T∫
0

αtdt/Γ
(−)
T

⎫⎬
⎭ = c(−) > 0

with probability 1; Γ(+)
T , Γ

(−)
T are positive deterministic functions, and c(+) and c(−) are con-

stants. Then, instead of (7), we can consider the problems

lim sup
T→∞

J
(α)
T (U)

Γ
(+)
T

→ inf
U∈U

or lim inf
T→∞

J
(α)
T (U)

Γ
(−)
T

→ inf
U∈U

.
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In this case, the values of the criteria on the optimal control U∗ will be, respectively,

lim sup
T→∞

{
J

(α)
T (U)

Γ
(+)
T

}
= c(+)tr (GTΠG) and lim inf

T→∞

{
J

(α)
T (U)

Γ
(−)
T

}
= c(−)tr (GTΠG).

If the process αt is ergodic, i.e., if

lim
T→∞

⎧⎨
⎩T−1

T∫
0

αtdt

⎫⎬
⎭ = lim

T→∞

⎧⎨
⎩T−1

T∫
0

Eαtdt

⎫⎬
⎭ a.s.,

then the criteria in problems (6)–(7) become the long-run averages.

2. Let T−1
∫ T

0
αt → ᾱ a.s., and let T−1

∫ T

0
Eαt → Eᾱ, T → ∞, where ᾱ > 0 is some random

variable. Then (6)–(7) are replaced by problems with criteria given by long-run averages,

lim sup
T→∞

EJ
(α)
T (U)

T
→ inf

U∈U
and lim sup

T→∞

J
(α)
T (U)

T
→ inf

U∈U
;

however, here

lim
T→∞

{
T−1EJ

(α)
T (U∗)

}
= (Eᾱ)tr (GTΠG) and lim

T→∞

{
T−1J

(α)
T (U∗)

}
= ᾱtr (GTΠG);

i.e., the deterministic normalization leads to a difference between the values of the two criteria
on U∗; one of the long-run averages will be a random variable.

In all the examples considered below, by W̄t, t � 0, we denote a scalar Wiener process.

Example 1 . In financial and physical applications (see [3, 7]), the so-called CIR-process (Cox–
Ingersoll–Ross process) is often used as the change of time. This model admits a generalization to
the case of time-varying coefficients in the equation. Let αt = ξt, where ξt, t � 0, is given by the
equation

dξt = μρt(θ − ξt)dt+ σ
√
ρt
√

ξtdW̄t, ξ0 = ξ̄ > 0, (14)

with constants μ, θ, σ > 0 and 2μθ � σ2, where the deterministic monotone function ρt > 0, t � 0,
is such that

∫ t

0
ρsds → ∞, t → ∞. It is easy to notice, see, e.g., [22, Theorem 8.5.7, p. 190],

that ξt = ξ̃νt
, where νt =

∫ t

0
ρsds, and the process ξ̃ν is a standard CIR-process with constant

parameters, i.e., a solution of the equation dξ̃ν = μ(θ − ξ̃ν)dν + σ
√
ξνdW̃ν , ξ̃0 = ξ̄, where W̃ν

is some Wiener process. Then the condition 2μθ � σ2 implies that ξ̃ν > 0 a.s., ν � 0 (see,
e.g., [23, Sec. 6.3.1, p. 357]), and consequently, ξt > 0 with probability 1, t � 0. Thus, the
stochastic time scale process τt =

∫ t

0
ξsds =

∫ t

0
ξ̃νs

ds is given by a double change of time. Since the
statistical characteristics of ξ̃ν , ν � 0, are well known, see, e.g., [23, Sec. 6.3.3], we can use a change
of time to determine that Eξt → θ and E(ξt − Eξt)

2 → θσ2(2μ)−1 as t → ∞. In this case, for the
covariance function K(t, s) = E(ξtξs)− EξtEξs one has the estimate

∥∥K(t, s)
∥∥ � cξ

⎛
⎝exp

⎧⎨
⎩−μ

t̃∫
0

ρvdv

⎫⎬
⎭+ exp

⎧⎨
⎩−μ

t̃∫
s̃

ρvdv

⎫⎬
⎭
⎞
⎠,

where cξ > 0 is some constant and the variables are t̃ = max(t, s) and s̃ = min(t, s). To study the
behavior of the normalization T (T ), T →∞, we use [24, Theorem A, p. 154], according to which,
for the process to be ergodic, it suffices to have the estimate

χT =

T∫
0

T∫
0

∥∥K(t, s)
∥∥dsdt � c̄T γ
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for some constants 0 � γ < 2 and c̄ > 0. It can readily be noticed that χT � c̄T for a nondecreasing
ρt for large T , because ∥∥K(t, s)

∥∥ � cξ
(
exp
{
−μρ0t̃

}
+ exp

{
−μρ0

(
t̃− s̃

)})
.

If ρt → 0 as t → ∞ under the constraint ρtt
β → ∞ as t → ∞ for some β < 1, then we can

take the constant γ = β + 1, because in this case the limit (being found by l’Hôpital’s rule) is
equal to lim

T→∞
{χT/T

γ} = lim
T→∞

{1/(ρTT γ−1)} = 0. Consequently,
(∫ T

0
ξtdt−

∫ T

0
Eξtdt

)
T−1 → 0 a.s.

as T → ∞, and the normalizations of the criteria in problems (6)–(7) will be equal to T (see also
item 1 in Remark 4).

Example 2 . Freris et al. [25] proposed a network model of “clock” with a time change rate charac-
terized by an exponential Ornstein–Uhlenbeck process. More precisely, αt = λt exp (ξt), where ξt =
σ exp(−at)

∫ t

0
exp(at)dW̄t with a constant a > 0 and λt = (exp(Eξ2t /2))

−1; i.e., Eαt = 1 by virtue of
the lognormal distribution for exp(ξt), t�0. Accordingly, limT→∞ T−1

∫ T

0
Eαtdt=1. Then the pro-

cess Yt = αt−Eαt is considered under a pathwise analysis of the time scale; the covariance function
K(t, s) = exp {ρ(t, s)} − 1 of this process is determined, where ρ(t, s) = Eξ2min(t,s) exp {−a|t− s|};
and the estimate χT =

∫ T

0

∫ T

0
K(t, s)dsdt � c̄T with some constant c̄ > 0 is established. Then,

see [24, Theorem A, p. 154], limT→∞(YT/T ) = 0 a.s., and as a consequence, we have the relation
limT→∞ T−1

∫ T

0
αtdt = 1. In this case, the criteria in problems (6)–(7) have the form of long-run

averages.

Example 3 . When assessing financial instruments, Xia [26] used the “business time” τt = λ1t +

λ2

∫ t

0
W̄ 2

s ds (λ1, λ2 > 0 are constants). Here αt = λ1 + λ2W̄
2
t and it is known, see, e.g., [27], that

lim inf
T→∞

⎧⎨
⎩
(
Γ
(−)
T

)−1
T∫

0

W̄ 2
t dt

⎫⎬
⎭ = 1/8, lim sup

T→∞

⎧⎨
⎩
(
Γ
(+)
T

)−1
T∫

0

W̄ 2
t dt

⎫⎬
⎭ = 8/π2

for the functions Γ(−)
T = T 2(ln lnT )−1 and Γ(+)

T = T 2 ln lnT and also that EW̄ 2
t = t. Thus, the time

scale in this example does not possess the ergodic property. Consequently, when switching from the
random normalization to the deterministic one, instead of (7), we can consider two problems with
different criteria including the normalizing functions Γ(−)

T and Γ(+)
T ; see item 1 in Remark 4.

Example 4 . Let αt =
∫ t

0
exp (−as+ σW̄s)ds, where the constant a > 0. Since a > 0, we

have αt → ᾱ as t → ∞ with probability 1, where the random variable ᾱ has the inverse gamma-
distribution; see [28]. The finiteness of Eᾱ is ensured under the condition σ2/2−a < 0, and Eᾱ2 <∞
for σ2 − a < 0. Then, according to item 2 in Remark 4, the control problems (6) and (7) can
be replaced by problems with criteria given by the long-run averages. For σ2/2 − a � 0, one
has T−1

∫ T

0
Eαt →∞ as T → ∞, and one needs a normalization in (6) that grows faster than T :

power-law normalization T 2 for the case of a = σ2/2 or exponential normalization exp {(σ2/2− a)t}
for a < σ2/2. It should be noted that the pathwise long-run average instead of the criterion in (7)
is preserved in this case.

The results obtained earlier are illustrated by the example of a scalar control system. Various
properties of the process under an optimal strategy are also determined.

Example 5 . Consider the model of control of the velocity of a particle in a inhomogeneous
medium, for example, in the field of cell biology. We start from the dynamics equation in [29]
with a “diffusion diffusivity,” which alters the time scale in the velocity equation (see the intro-
duction in [16]) and is modeled using the CIR-process (14) with constant parameters, where the
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impulse towards a cell membrane in [30] can serve as an example of a factor with such a dynamics.
A dynamic equation of the form dXt = ξtUtdt + G

√
ξtdWt, X0 = x, and the cost functional

J
(α)
T (U) =

∫ T

0
(X2

t + U 2
t )dt correspond to (4)–(5) with the coefficients A = 0, B = 1, Q = R = 1,

and αt = ξt. The processes W̄t in (14) and Wt are assumed to be independent, t � 0. It follows
from the results in the Theorem and Example 1 that the control law U∗

t = −X∗
t is optimal by the

criteria of long-run averages. Using the conditional Gaussian property of the process X∗
t , we can

write the expressions

EX∗
t = E

⎛
⎝exp

⎧⎨
⎩−

t∫
0

ξvdv

⎫⎬
⎭
⎞
⎠x and E(X∗

t )
2 = E

⎛
⎝exp

⎧⎨
⎩−2

t∫
0

ξvdv

⎫⎬
⎭
⎞
⎠x2 +G2/2;

see [17, Theorem 12.1]. It is well known, see, e.g., [23, Corollary 6.3.4.2], that for λ > 0 one has

E

⎛
⎝exp

⎧⎨
⎩−λ

t∫
0

ξvdv

⎫⎬
⎭
⎞
⎠ ∼ exp

{
−θμσ−2

(√
μ2 + 2λσ2 − μ

)
t
}
;

i.e., for two moments of the process X∗
t one has the exponential rate of convergence to constant

values (zero and G2/2). By virtue of the ergodicity of the process ξt, it follows from the Lemma
that the paths X∗

t are a.s. majorized by a function proportional to
√
ln t as t→∞.

5. CONCLUSIONS

In the present paper, we have studied the linear control system (2) with the quadratic cost
functional (3) over an infinite time horizon under the assumption of the stochastic nature of the time
scale (1) (see also Assumption A). The incorporation of (1) into the analysis leads to system (4)–(5)
with random coefficients, for which the control problems (6) and (7) are stated with the criteria
serving as analogs of long-run averages. It is shown that in this case, the optimal control strategy
can be chosen in the form of the well-known linear law U∗ (see (9)–(10) and the assertion in the
Theorem). It should be noted that, unlike the problems of synthesis of stochastic linear controllers
with deterministic coefficients (see, e.g., [20, 31]), the normalizations in the criteria for the two
control problems (6) and (7) for system (4)–(5) are different. In the general case, the ergodicity of
the time scale process τt =

∫ t

0
αsds does not take place, and a significant difference can be observed

in the orders of growth of the cost functional JT (U
∗) and its expectation EJT (U

∗) on the optimal
control U∗ (see Examples 3 and 4). As can be seen, switching to a stochastic time scale in linear
control systems with constant coefficients preserves the key properties of stabilizability/detectability,
stability and, as a consequence, the infinite horizon optimality of the linear feedback control law.
This remark allows the suggestion that the form of the optimal strategy may also prove invariant
under random change of time in other optimal control problems for linear systems, in particular,
when using the so-called “risk-sensitive” cost functional exp (θJT (Ũ)) (where JT (Ũ) is given in (3)
and θ is a constant). For the direction of further research we can indicate the analysis of the
situation of nonmonotone stochastic time scale encountered in applications for models in the fields
of statistics, metrology, and computer science.

APPENDIX

Proof of the Lemma. First, the assertions in the Lemma are proved for the case of Eq. (10)
with A − BR−1BTΠ = −κI; κ > 0 is a constant, and I is the identity matrix. Then it is shown
that the underlying properties of the process X∗

t , t→∞, in Eq. (10) do not change for an arbitrary
exponentially stable matrix A−BR−1BTΠ. Consider the processX∗

t = X̂t, t � 0, with the dynamics

dX̂t = −καtIX̂t +
√
αtGdWt, X̂0 = 0.
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Denoting the ith component of the process X̂t, i = 1, . . . , n, by X̂it, one can readily obtain the
representation X̂it = ciMit (〈Mit〉+ 1)

−1/2, where the martingale

Mit = ci
−1

t∫
0

√
αs exp

⎧⎨
⎩

s∫
0

καvdv

⎫⎬
⎭
(

d∑
j=1

GijdWjs

)

has the quadratic variation 〈Mit〉 = exp
{
2κ
∫ t

0
αvdv

}
−1; further, ci =

(
(2κ)−1

∑d

j=1 G
2
ij

)1/2, where
the Gij are the entries of the matrix G (i = 1, . . . , n, j = 1, . . . , d); Wjt is the jth component of the
Wiener process Wt (j = 1, . . . , d). It was established in [32, Lemma 2.3] that∥∥∥Mit

(
〈Mit〉+ 1

)−1/2
∥∥∥ � N(ω)

√
ln ln
(
〈Mit〉+ ee

)
,

where N(ω) � 0 is a.s. a finite random variable. Therefore, for the process ‖X̂t‖2 with probability 1
one has the relation

‖X̂t‖2 � cN 2(ω) ln

⎛
⎝ t∫

0

αvdv + e

⎞
⎠ . (A.1)

Then it follows from the estimate (A.1) and the Jensen inequality that

E‖X̂t‖2 � c̃ ln

⎛
⎝E

t∫
0

αvdv + e

⎞
⎠ , (A.2)

where c and c̃ in (A.1) and (A.2) denote some positive constants whose particular values are inessen-
tial and can vary from formula to formula. It can readily be noticed that relation (13) is an obvious
consequence of the above representation for the components of X̂t and of the law of iterated log-
arithm for martingales; see, e.g., [33]. Further, we introduce the process Zt = X∗

t − X̂t with the
dynamic equation

dZt = αt

(
A−BR−1BTΠ

)
Ztdt+ αt

(
A−BR−1BTΠ+ κI

)
X̂t, Z0 = x,

which has the solution Zt = Φ(t, 0)x +
∫ t

0
Φ(t, s)αs(A − BR−1BTΠ + κI)X̂sds. In view of the

upper bound for ‖Φ(t, s)‖ (see the comment on (11)) and the Cauchy–Schwarz inequality for the
process Zt, we have the estimate

‖Zt‖2 � 2κ2
0exp

⎧⎨
⎩−2κ

t∫
0

αvdv

⎫⎬
⎭‖x‖2

+ c exp

⎧⎨
⎩−κ

t∫
0

αvdv

⎫⎬
⎭

t∫
0

αs exp

⎧⎨
⎩κ

s∫
0

αvdv

⎫⎬
⎭‖X̂s‖2ds.

(A.3)

Applying (A.1) to (A.3) gives the relation

‖Zt‖2 � 2κ2
0 exp

⎧⎨
⎩−2κ

t∫
0

αvdv

⎫⎬
⎭‖x‖2 + cN 2(ω) ln

⎛
⎝ t∫

0

αvdv + e

⎞
⎠ .

Taking the expectation on both sides in this relation combined with the Jensen inequality leads to
the estimate E‖Zt‖2 � c̃ + c̃ ln

(
E
∫ t

0
αvdv + e

)
; this then implies (12) in the lemma being proved.
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Inequality (13) is also easy to obtain in a well-known way; see, e.g., the proof in [31, Theorem 2],
if one notices that ht = ln

(∫ t

0
αvdv + e

)
is a nondecreasing function. Then dividing (A.3) by ht in

the subsequent estimation of the integral on the right-hand side (while using the result for ‖X̂t‖2)
gives a bounded limit. The proof of the lemma is complete. �

Proof of the Theorem. For U ∈ U , we write a representation for the difference of cost
functionals,

J
(α)
T (U∗)− J

(α)
T (U) = 2xT

TΠX
∗
T −

T∫
0

αt

(
xT
t Qxt + uT

t Rut

)
dt− 2

T∫
0

√
αtx

T
t ΠGdWt, (A.4)

where the variables are xt = X∗
t −Xt and ut = U∗

t −Ut with dxt = αtAxtdt+αtButdt, x0 = 0. Since
the pair (A,C) is observable, it follows that there exists a matrix F such that the matrix A+ FC
is exponentially stable. Then

‖xt‖ � c exp

⎧⎨
⎩−κ̄

t∫
0

αvdv

⎫⎬
⎭

t∫
0

exp

⎧⎨
⎩κ̄

s∫
0

αvdv

⎫⎬
⎭αs

(
‖Cxs‖+ ‖us‖

)
ds

for some constant κ̄ > 0. After squaring and applying the Cauchy–Schwarz inequality as well as
the conditions Q = CTC, R > 0, we have

‖xt‖2 � c̃ exp

⎧⎨
⎩−κ̄

t∫
0

αvdv

⎫⎬
⎭

t∫
0

exp

⎧⎨
⎩κ̄

s∫
0

αvdv

⎫⎬
⎭αs

(
xT
s Qxs + uT

s Rus

)
ds.

Further, using integration by parts, we show that

T∫
0

‖xt‖2ds � c̃κ̄−1

T∫
0

αt

(
xT
t Qxt + uT

t Rut

)
dt.

Accordingly, we obtain the estimate

‖xT‖2 +
T∫

0

‖xs‖2ds � c0

T∫
0

αt

(
xT
t Qxt + uT

t Rut

)
dt

with T > 0 and some constant c0 > 0. Then, considering the elementary inequality 2ab � a2c̄+b2/c̄,
which holds for any numbers a, b and c̄ > 0, the expression on the right-hand side of (A.4) is
estimated in the form

J
(α)
T (U∗)− J

(α)
T (U) � c1‖X∗

T‖2 − c2

T∫
0

αt‖xt‖2dt− 2

T∫
0

√
αtx

T
t ΠGdWt, (A.5)

where c1, c2 > 0 are some constants. After taking the expectation on both sides in (A.5) and
dividing by E(

∫ T

0
αtdt), in the limit as T →∞ we use the result (A.2) in the Lemma; this leads to

the relation

lim sup
T→∞

⎛
⎝EJ (α)

T (U∗)

/
E

⎛
⎝ T∫

0

αtdt

⎞
⎠
⎞
⎠ � lim sup

T→∞

⎛
⎝EJ (α)

T (U)

/
E

⎛
⎝ T∫

0

αtdt

⎞
⎠
⎞
⎠ .
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In the pathwise analysis of (A.5), introducing the notation

MT = −2
T∫

0

√
αtx

T
t ΠGdWt,

we write an estimate for (A.5) in the form

J
(α)
T (U∗) � J

(α)
T (U) +RT ,

where RT = −c3〈MT 〉+MT for some constant c3 > 0; 〈MT 〉 =
∫ T

0
‖√αtG

TΠxt‖2dt is the quadratic
variation of MT . Note that lim supT→∞ gTRT � 0 a.s. for any monotone function gT with the

property gT > 0 and gT → ∞ as T → ∞ (see [34]); in particular, gT =
(∫ T

0
αtdt
)−1

(see also

Assumption A). It is also obvious that (13) implies ‖X∗
T‖2
(∫ T

0
αtdt
)−1

→ 0 a.s. as T → ∞.
Therefore, with probability 1 we have the relation

lim sup
T→∞

⎛
⎝J

(α)
T (U∗)

/⎛⎝ T∫
0

αtdt

⎞
⎠
⎞
⎠ � lim sup

T→∞

⎛
⎝J

(α)
T (U)

/⎛⎝ T∫
0

αtdt

⎞
⎠
⎞
⎠ .

By the Itô formula, in a standard manner we establish that

J
(α)
T (U∗) = xTΠx− (X∗

T )
TΠX∗

T + tr (GTΠG)

T∫
0

αtdt+ 2

T∫
0

√
αt(X

∗
t )

TΠGdWt.

Then the value of the criterion in (6) for U∗ is equal to

lim
T→∞

⎧⎪⎨
⎪⎩EJ (α)

T (U∗)E

⎛
⎝ T∫

0

αtdt

⎞
⎠

−1
⎫⎪⎬
⎪⎭ = tr (GTΠG).

Applying the iterated logarithm law to the martingale MT =
∫ T

0

√
αt(X

∗
t )

TΠGdWt yields the
estimate ‖MT‖ � c

√
〈MT 〉 ln ln〈MT 〉 for large T , and the use of (13) allows one to pass to the

ineqaulity 〈MT 〉 � c̃
(∫ T

0
αtdt
)
ln
(∫ T

0
αtdt
)
. Consequently, ‖MT‖

(∫ T

0
αtdt
)−1

→ 0 as T → ∞
a.s.; then

lim
T→∞

⎧⎪⎨
⎪⎩J

(α)
T (U∗)

⎛
⎝ T∫

0

αtdt

⎞
⎠

−1
⎫⎪⎬
⎪⎭ = tr (GTΠG)

with probability 1. The proof of the theorem is complete. �
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