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Abstract—We consider a control problem over an infinite time horizon with a linear stochastic
system with an unstable asymptotically unbounded state matrix. We extend the notion of
anti-stability of a matrix to the case of non-exponential anti-stability, and introduce an anti-
stability rate function as a characteristic of the rate of growth for the norm of the corresponding
fundamental matrix. We show that the linear stable feedback control law is optimal with respect
to the criterion of the adjusted extended long-run average. The designed criterion explicitly
includes information about the rate of anti-stability and the parameters of the disturbances.
We also analyze optimality conditions.
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1. INTRODUCTION

Stabilization of unstable systems is one of the major issues of control theory [1-7]. The need to
establish the stability property independently of a specific planning horizon leads to the set up over
an infinite time horizon. For linear systems, the possibility of stabilization and the existence of
optimal stabilizing control are directly related to the specifics of the coefficients of the systems. The
standard assumption here is that parameters are bounded in time; see [1, 8, p. 267]|. Nevertheless,
there are examples of systems (see, e.g., [9-13]) that do not satisfy the above condition, which
a particular treatment of the corresponding situations. In what follows we describe the control
system considered in this work.

Consider the complete probability space {2, F, P} and an n-dimensional random process on this
space Xy = Xy (w), t > 0, w € Q, defined by the equation

dXt = AtXtdt + BtUtdt + thwt, X() =, (1)

where the initial state x is not random; w; = wy(w), t > 0, is a d-dimensional standard Wiener
process; Uy = Up(w) is the control, a k-dimensional random process; Ay, By, G, t > 0, are deter-
ministic matrix functions of time of dimensions suitable for (1). Admissible controls U; = U(w)
are considered as random processes adapted to the filtration {F;}io, Fr = oc{ws, s <t} (o) is
the sign of the o-algebra) such that Eq. (1) has a solution and at the same time U;(w) is square
integrable with probability one, i.c., [§ ||Us(w)||?ds < oo almost surely for any ¢ >0 (|| - || is the
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Euclidean norm). We denote the set of admissible controls by ¢. The variables introduced below,
which are functions of time ¢ and characterize the elements of the control system, will be understood
as non-random unless otherwise indicated, as we did for processes X; = X¢(w), wy = we(w), and
U; = Uy(w). At the same time, we also assume that [;°|Gy||> dt > 0, the matrix B, is bounded;
matrix A; is unbounded at infinity, i.e., ||A¢|| — oo as t — oo. It is important to emphasize that
the main assumption about the state matrix A; concerns the absence of its asymptotic stability
property. It is also known, see [14-16], that for matrices with time-dependent entries, along with
exponential stability, a more general concept of stability with variable rate d; is also considered.
We formulate the necessary definitions for such a case.

Definition 1 (see [16]). A matrix A, is stable with rate & if there exists a function &; > 0 for t > 0,
limy o0 3 8, dv — 00, such that limsup,_,. (||A|/d:) < oo, and the fundamental matrix ®(t, s),
corresponding to Aj, satisfies || ®(t,s)| < wexp{— [ d,dv}, 0 < s < t, with some constant & > 0.
If 6; = const, then stability is exponential, with d; — 0 it is subexponential, and with d; — oo it is
superexponential for t — oo.

The following definition is a natural generalization of the well-known concept of exponential
anti-stability, see [17].

_ Definition 2. A matrix A; is called anti-stable with rate ¢; (or d;-anti-stable) if the matrix
Ay = — A} (7 denotes transposition) is stable with rate d;. Exponential, subexponential, or super-
exponential anti-stability is characterized according to Definition 1.

The following are the main assumptions regarding parameters of system (1) under which we will
obtain the main results of this work.

Assumption A. Matriz Ay is superexponentially anti-stable with rate o, where o is a non-
decreasing differentiable function, t > 0, and limy_,+(0;/07) = 0 (here * denotes the time derivative
of a function).

Assumption B. Matriz By such that B;B; > bl with t > 0, where b > 0 is some constant (nota-
tion A > B for matrices means that the difference A — B is non-negative definite).

Conditions in Assumptions A and B are discussed in more detail in Section 2.

For every T > 0, as the objective functional we introduce a random variable Jr(U):

T
Tr(U) = / (X/QuX, + U/R,U,)dt, 2)
0

where U € U is an admissible control on the interval [0, T]; Q¢ > qI, Ry > pI, t > 0, are bounded
symmetric matrices, ¢,p are positive constants. We note that the stabilization of a system
(in a broad sense) can be understood as maintaining its trajectory close to a given level dur-
ing the planning horizon by choosing control actions; see, for example, [18, Part 3|. This approach
also explains the use of (2) in evaluating control performance. Indeed, (2) measures the cumulative
losses arising from the deviation of X; from the zero state and, moreover, takes into account the
costs of applying the appropriate strategy.

Next, we need to formulate a control problem that includes optimization of EJp(U) with T' — oo
(E(-) denotes the expectation operator), which can be done by choosing an appropriate normal-
ization of the expected value of the objective functional. Then the corresponding optimal control
is said to be optimal on average over an infinite time horizon. Based on known results [8, p. 306;
19-21], it can be expected that the resulting strategy will have the form of the optimal stable feed-
back law [8] involving solution of a Riccati equation, and at the same time will stabilize the system.
In this case, the stabilization problem is considered in a context specific to linear stochastic control
systems with additive noise, which is independent of either state or control. The optimal strategy
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is designed to stabilize long-term losses in the sense of minimizing the growth of the expected value
of the objective functional (2); for a description of this approach, see, for example, [22, Chap. 3].
In view of the above, the purpose of this work is to find the control that provides the solution to

EJr(U
limsup . (U) — inf | (3)

~ Ueu
T OfétHGtH?dt ©

where d; is the function that defines the anti-stability rate of the matrix A; from the equation of
state dynamics (1); see assumption A. The method of constructing the criterion in (3) and the
necessary justification will be given in Section 3. Section 3 also provides additional conditions
on the coefficients that guarantee the possibility of achieving stability of the trajectories in the
stochastic system by using a control which represents a solution of (3). The paper is organized as
follows. Section 2 discusses the above assumptions on system parameters. Section 3 states the main
result on the existence of a control U* in the form of a linear stable feedback law which is a solution
to problem (3) with a corresponding criterion that relates to the type of adjusted extended long-run
averages. We also show there that U* will be the stabilizing control in the deterministic system.
Section 4 is devoted to the analysis of the technical condition necessary to establish the optimality
of U*, and provides examples. We conclude with a discussion of our results and a overview of
possible directions for further research.

2. ON BASIC ASSUMPTIONS REGARDING THE PARAMETERS

Let us discuss the assumptions formulated above on the parameters of the control system (1), (2).
The emphasis will be on the specific features of Assumptions A and B. In this case, Assumption A
corresponds to the properties of unbounded at infinity matrix A; in (1) and is related to Definitions 1
and 2. In Definition 1, the function d; sets the rate of decrease for the upper bound on the norm of
the fundamental matrix (with a fixed s), acting as a characteristic of asymptotic stability, and is
called the stability rate. Exponential stability holds for §; = const. If §; — 0 with t — oo, then a
sub-exponential type of stability occurs, and with J; — oo it is superexponential; this terminology
was introduced in [14]. For unbounded matrices, the definition of the concept of superexponential
stability allows us to give a more complete description of the behavior of solutions of the cor-
responding linear equations since in this case the exponentially decreasing upper bound with an
arbitrary constant rate (corresponding to exponential stability) turns out to be uninformative, as
noted in [1]. In this regard, superexponentially stable matrices are also natural to call superstable,
see [19]. For unstable matrices, the conditions given in Definition 1 do not hold. In particular, an
asymptotically unbounded increase in the norm of the fundamental matrix is possible. In order
to clarify the nature of instability, the concept of anti-stability is used, related to the theory of
operators; see, for example, [17, p. 11]. Turning further to the corresponding Definition 2, it is
easy to see that exponential anti-stability corresponds to &; = const in Definition 2, if §; — 0 we
have subexponential anti-stability, and with 6; — oo matrix A; is superexponentially anti-stable.
Superexponential anti-stability can also be regarded as super-instability. Indeed, taking advantage
of the fact that the fundamental matrix ®(¢, s) for A; is the solution to the problem

dD(t, 5)

ot :Atq)(t78)7 @(378) =1,

where I is the identity matrix, ®(t,s) = ®(s,t), and here ®(t,s) is defined for A; = —A}
(®(s,t) = ®L(t,s), see also [17, p. 2]), it is easy to see that as a result of the upper bound given
in Definition 1 there will be a superexponentially growing lower bound in parameter ¢ for ®(¢, s)
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with a fixed s > 0:

t
1Dt 5)|| > (1/k) exp {/MU} L 0<s<L

Obviously, any anti-stable matrix is also unstable, but the inverse is not true. Consider the follow-
ing 2 x 2 matrices: A" = (2t 0; 0 —2¢), A? = (2t 0; 0 2t) (; separates rows), || A"V ]| = [|4? | =
2v/2t.  Here ®MW(t,s) = (exp (2 —s?) 0; 0 exp(—t*+ 82)), o (t,s) = (exp (t? —s?) 0;

0 exp(t? — 82)) and |1 (t,s)| = oo, |3 (t,s)| — oo, if t — oo, i.e., both matrices are un-

stable. However, if we take Aﬁ” = —(Aﬁ”)’ and .,Zl?) = —(.,45/2))’, then A,E” = (=2t 0;0 2t),
./I?) = (=2t 0;0 —2t), then ®W(t,s) = (exp(—t> +5%) 0; 0 exp(t? — s%)), which also corre-
sponds to an unstable matrix, and ®®)(t,s) = (exp(—t> + s2) 0; 0 exp(—t%+ s?)) will character-
ize superexponential stability. Thus, of the two unstable matrices A§1> and Ag) the matrix A§2) is
anti-stable, and Aﬁl) is not anti-stable.

Assumption B introduced above specifies constraints imposed on the matrix By, which char-
acterizes the contribution of the control action to the dynamics of the system state. As we will
show later, Assumption B will ensure the possibility of superexponential stabilization for a linear
deterministic system, i.e., that there exists a piecewise continuous matrix K; such that the matrix
A; + B K, is superexponentially stable. The design of control laws in the form of state feedback is
a common approach used to stabilize not only linear [1, 3, 7, Ch. 6] but also nonlinear systems, see,
e.g., [2, 23]. We note a number of properties of system (1) that do not let us use of the previously
proposed methods. First, the situation when [|A4;|| — 0o as t — oo is not covered by stabilizability
cases of autonomous systems and systems with bounded coefficients; see, e.g., [1, 3]. Second, the
requirement of superexponential stabilization with the possibility of || K;|| — oo as t — oo does not
satisfy the key assumptions formulated for systems with [|A:|]| — oo in [5, 6, 24]. We also note
that the standard condition, which is sufficient for the stabilizability of systems with bounded
coefficients, namely controllability of a pair of matrices (A, Bt), see [1], in case when ||A¢|| — oo
as t — oo can only provide non-uniform in time stabilization (when in Definition 1 k¥ = k(s) is a
function of s and k(s) — oo as s — o0), as shown in [13, 15]. As a result, in our situation we
formulate Assumption B for system parameters.

3. MAIN RESULTS

As has been noted in [19], derivation the control U* optimal on average over an infinite time
horizon can be done by solving a problem of the form
h;n_)solip EXT(U) — [}Iéfu, (4)
where EXC7(U) is the expectation of some functional 7 (U) depending on the admissible control
U € U and the length of the planning horizon 7. As an example we can cite the well-known long-
run average cost criterion EXC(U) = EJp(U)/T for (1) and (2) with bounded coefficients, which
was later extended and adjusted in [19, 20, 25], in the sense of refining the normalization of EJp(U)
and depicting the specific factors affecting the system dynamics. The criterion defined in this study,
see (3), also belongs to the class of long-term averages. Note that in the design of the criterion (4)
and its subsequent analysis we use an approach (see also [19] for a detailed description) based on
finding the stable feedback control law U; = —R; ' B/II; X}, whose structure contains the solution
of the Riccati equation (provided that it exists):

I, + I Ay + AT, — 1L, By R, BT, + Q = 0. (5)

AUTOMATION AND REMOTE CONTROL Vol. 80 No. 2 2019



254 PALAMARCHUK

By solution of (5) we mean a function II; such that it yields a correct equality when substituted
into (5). The works [19, 21, 26] show that a suitable normalization of the expected value of the
functional EJp(U) for criterion (4) includes an estimate on the change of II;, which is then used
to adjust the variance of cumulative disturbances fOT |G¢||? dt. In particular, it was found in [19]
that lim sup,_, o (||IL;||0:) < oo, where d; is the given stability rate, which contributed to introducing
the adjusted extended long-run average cost criterion with EKp(U) = EJp(U)/ fOT (1/6)||Gy|? dt.
For the case of control system (1) and (2), under Assumptions A and B we further carry out the
corresponding study dealing with the Riccati equation and specifying the criterion, and then prove
the optimality of U* from the point of view of the designed criterion. The next statement establishes
the existence of a symmetric nonnegative definite solution of the Riccati equation (5), estimates its
variations, and determines the stabilizing properties of the linear control law u; = — R, 1B£Htmt in
the deterministic system dx; = Ayxidt + Brugdt.

Lemma. Suppose that Assumptions A and B hold. Then there exists an absolutely continuous
function Iy, t > 0, with values in the set of nonnegative definite symmetric matrices, that satisfies
the Riccati equation (5), while ¢10.1 < 11y < eI, where ¢1,co > 0 are some constants. The matriz
A — Bth_lBt’Ht 18 St—superezponentially stable with St = \0¢, where 0; is the anti-stability rate of
the matriz Ay, and X is some positive constant.

Proofs of the lemma and subsequent results are given in the Appendix.

Remark 1. Under the assumptions of the lemma, the function II; > 0 with ¢ > 0 that satisfies (5)
can be obtained as the limit for 7 — oo of the solutions II} of Eq. (5) with boundary condition
II7. = 0 (here the superscript 7 denotes the solution of the equation with the boundary condition),
i.e., limy_,oo II] =1I;. For systems with bounded coefficients, this fact is well known, see [8,
Theorem 3.5, p. 267], and in our case, the feasibility of passing to this limit is established in the
proof of the lemma.

In order to study the optimality of the stable feedback control law U* in the stochastic system,
we will need the following technical condition that relates the admissible diffusion matrix Gy and
anti-stability rate d;:

Assumption G.

o allGr)?
lim

T—o00

. 0. (6)
[ 6tl|Gy|? dt
0

To characterize the optimality of U*, we will also use an approach that compares unnormalized val-
ues of objective functionals under different controls, based on the concept of the so-called overtaking
optimality, see, e.g., [20].

Definition 3 (cf. [20]). A control U* € U has the overtaking optimality property on average
(is overtaking optimal on the average) over an infinite time horizon if for any number € > 0 there
exists Ty > 0 such that for any admissible control U € U the inequality

EJr(U*) < EJr(U) + € holds for every T > Tj. (7)
The main result of this work is the following statement.
Theorem. Suppose that Assumptions A and B hold. Then the control law of the form
Uf = =R, BILX], (8)
where process X[, t > 0, is defined by equation

dX} = (A; — B:R;'BJII,) X[ dt + Gydwy, X =z, (9)
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is the solution to the problem
EJr(U
limsup . r(U) —>(}nfu. (10)
(o) S
T 8G? dt
0

Moreover, the matriz function 1I; >0 with t >0 satisfies the Riccati equation (5) and has
the properties formulated in the lemma. The wvalue of the criterion on the optimal control

1 EJr(U*) . . » '
J* = limsupy_,o foT |Gl dt is a finite positive number:

T
ftr(GQHth) dt
0 < J*=limsup ° < 0,
0f<5tHGtH dt

where & is the anti-stability rate of the matrix Ay, tr(-) denotes the trace of a matrix. In addition,
if ||Gt||6r — 0, t — oo, then control U* is also overtaking optimal on average over an infinite time
horizon.

Remark 2. For a deterministic control system (G; =0), subject to Assumptions A and B,
the strategy U* will be the solution to problem limsup;_, . Jr(U) — infyey, and the value is
limsupy_, o Jr(U*)= 2/Tpx.

The criterion in (10) can also be viewed as an adjusted extended long-run average cost criterion;
see [19, 21]. In contrast to the case of control systems with subexponentially [21] and superex-
ponentially [19] stable state matrices, the adjustment is carried out in the direction of increasing
the normalization of the expected value of the objective functional (multiplying ||G¢||? by d; in the
integrand of (10)).

Remark 3. According to the results from the statements of the lemma and the theorem, it can be
concluded that the optimal control U* is stabilizing for a deterministic system (see the lemma), and
in a stochastic system such control U* stabilizes the growth of the expected value of the objective
functional at T — oo, which does not exceed the value of [ §;]|Gy|[>dt up to a multiplicative
constant. At the same time, the possibility of stabilization by control U* of the corresponding
optimal trajectory X, t > 0, will depend on the behavior of the diffusion matrix G;. Based on
the results of [16] on the stability of the process in the mean square, i.e., E[|X}||? — 0 for t — oo,
see [27, p. 171], it suffices to require ||G¢||?/6; — 0, t — oo, which, in particular, holds when using an
overtaking optimal strategy U* (see the condition in the theorem) or a bounded diffusion matrix Gy.
As part of the stronger condition (||G¢||?/d;) In(fy 8, dv) — 0, t — oo, also see [16], the trajectory
also satisfies stochastic stability with probability one according to the definition from [28, p. 111]
when || X (w)|| — 0 almost surely as t — oo, i.e., for almost all w € Q. Such a behavior of X}
represents a significant difference compared to the behavior of the optimal trajectory for stochastic
linear controllers where the noise depends on the state or on the control (i.e., when in (1) instead
of Gydw, the noise terms have the form X/Gidw; or U/Gydwy). In such systems, the multiplicative
nature of random disturbances naturally gives rise to stabilizing properties of the corresponding
optimal control strategy, see [27, Ch. §].

4. ANALYSIS OF OPTIMALITY CONDITIONS AND EXAMPLES

Let us analyze the technical condition (6), under which the main statement of the theorem holds.
Introducing the notation I'r = fOT 5¢[|G¢||? dt, we can rewrite (6) as

T /dT
lim dlr/d

Jim T or =0, (11)
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Thus, (6) means that the growth of the norm of the criterion should be rather slow in relation to
the function ¢; that characterizes the anti-stability of the state matrix. As can be seen from (11),
a necessary condition here is that the rate of change of I'r tends to zero. On the other hand, if we
let Gy = 0,Gy (“strengthen” the perturbation matrix), then (6) will take the form

IGT|?

lim

Jim i —0. (12)
g(l/ét)“Gt|’2dt

The denominator in (12) coincides with the norm of the criterion for systems with superexpo-
nentially stable state matrix and diffusion matrix Gy, see [19]. Next, we consider a system with
bounded A; and assume that for such a system there exists an optimal stable feedback control
law U;. It is known (see [20]) that the optimality of U* in the corresponding stochastic system
with diffusion matrix G; can be investigated using the concept of g-optimality on average over an
infinite time horizon, which holds in case when lim sup;_, gr(EJ7(U*) — EJr(U)) < 0 for every
U € U for a given function gr > 0, T' > 0. This approach allows us to estimate the order of change
for the difference of the expectations of objective functionals, in contrast to the long-term aver-
ages, comparing the limit (as 7" — oo) normalized values of EJr(U). In particular, the function
gr =1/ fOT |Gy ||? dt is the norm of the extended long-run average cost criterion, see [20, 29]. Then,
if (12) holds it means that the standard stochastic system with matrix G, satisfies g-optimality with
a more slowly increasing normalizing function gr =1/ fOT (1/6,)||G]|? dt, taken from the criterion
for superstable systems.

The following example shows that (6) allows to analyze control systems with various types of
changes in the parameters of disturbances in time.

Ezample 1. Consider the case ||Gy¢||? ~ 1/6", where m is a real number (the ~ sign indicates that
two functions are asymptotically of the same order: f; ~ g if lim,oo(f:/g:) = ¢ # 0). The case
when m = 0 corresponds to a constant diffusion matrix, for m > 0 we have the so-called damped
perturbations, for m < 0, increasing disturbances.

(a) m > 2:in this case ||G¢||?0? — 0, t — oo, i.e., a stronger condition is satisfied than (6),
leading to overtaking optimality on average over an infinite time horizon;

(b) m = 2: condition (6) is fulfilled with lim;_« [3(1/ds)ds — o0, i.e., it is possible to consider
only rather slowly growing functions of the anti-stability rate, for example & ~ t*, 0 < k < 1;

(¢) m < 2, m # 1: relation (6) holds if &, — 0, t — 0o, i.e., for slowly growing functions &, for
example d; ~ Int;

(d) m = 1: validity of (6) is ensured if d;/t — 0, ¢ — oo, when the anti-stability rate grows slower
than the linear function, in particular for &, ~ t*, 0 < k < 1.

To illustrate the application of the main statements obtained in this work (the theorem), we
consider the following Example 2.

Ezample 2. The control system for a scalar process, see (1), (2) for n =1, has the following form:
dX; = (t+ 1) Xpdt +2U,dt + (t+1) " dwy, Xo=1, Jp(U)= [[[XZ+ (t+1)2((t+1)>+1)"1U?]dt.
Here A;=t+1, Bi=+?2, Gy=1/(t+1), x=1, Q;=1, Re=(t+1D?(t+1)2+1)"! (also
1/2 < Ry < 1). It is easy to see that the coefficients of the system satisfy previous assumptions:
A; =t +1 is superexponentially anti-stable with rate &y =t + 1, B;B; =2 > 0. In this case, the
Riccati equation (5) takes the form

L +2(t+ DI — 2(1+ (t+ 1) ) +1 =0 (13)
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and has a solution with the properties defined in the lemma. Indeed, II; = t 4+ 1 will be the solution
of (13). The function II; can also be obtained (see Remark 1) as a limit limy_, I} = II;, where

7 = (t+1) [1405(2(T,8) = 2)7'],

Uy — Uy

_ —1
Z(T, t) :exp{—(t—|—1)2}[(t+1)3 1= (T+1)(t+1)""]

+exp {(T+1)* = (t+1)?} 1)

with U, = [exp{—(z + 1)?} dz. At the same time, A; — B;R; ‘B, = —(t +1) — 2(t + 1)~ is su-
perexponentially stable with rate ; = t + 1. Further, the function G; = 1 /(t + 1) satisfies Assump-
tion G (see also item 6 of Example 1), fOT 8:G? dt = In(T + 1), therefore, by Theorem 1 the control
law U} = —/2[(t + 1) + (t + 1)1 X}, with process dynamics dX; = [—(t + 1)=2(t + 1)~ X} dt +
(t+1)"tdw,, X = 1, is the solution of problem

limsup{EJr(U)/In(T 4+ 1)} — inf

T—o00

and the value J* =1, since fOT IL,GZdt = In(T +1).

5. CONCLUSION

In this work, we have considered the control problem over an infinite time horizon for a linear
stochastic system with a superexponentially anti-stable (that is, extremely unstable) matrix A; in
the state equation. Such extra instability means that the lower bound for the norm of the corre-
sponding fundamental matrix grows exponentially at an unbounded rate of §;, oy — oo, as t — oo.
We have shown that the control law (8) and (9) in the form of linear state feedback is a solution to
the problem (10) with an adjusted extended long-run average cost criterion (see the theorem). The
designed criterion contains the normalized expected value of the quadratic objective functional.
The normalizing function I'r = fOT 5||G¢]|? dt is the sum of the variances of the components of the
vector Zp = fOT V6:Gy dw; of the cumulative amplified disturbances on the system. In contrast
to the previously considered case of a d;-superexponentially stable matrix Ay, see [19], where the
normalization fOT (1/64)||G¢||? dt was defined, in this situation the anti-stability rate d; increases the
value of I'r.

As a direction for further research, we note problems with stronger (in a stochastic sense) opti-
mality criteria, when in (4) we minimize not the expected values but rather the normalized objective
functionals as random variables in systems with superstable or super-unstable state matrices.
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APPENDIX

Proof of Lemma. Let II; = II; /d¢, and consider the Riccati equation for the function 10
I0; + I Ay + ALTT, — 11, By (R /6;) "t BTy + Q1 /6 = 0, (A.1)

where Ay = A; +(1/2)(0;/6:)I. Equation of the form (A.1) arises in the control system du; =
Azydt + Bywdt, xyy = 2, J14y(u) = fg(l/&t)(angtazt + uj Ryuy) dt with a superexponentially anti-
stable matrix Ay, # is an arbitrary initial state vector, tg > 0 is a fixed point in time. At the same
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time, the anti-stability rate is 5§0) = \d;, 0 < A < 1, which follows from the condition &, /02 — 0,
t — oo, in Assumption A. It is well known [8, Theorem 3.4, p. 253] that for a finite 7 problem
J1.1,(u) — min has a solution ujT = —(R;/6;) ' BjIIT z;T, with the value of the functional on the
optimal control Jr ¢, (u*) = iﬁ%i, where the symmetric matrix IT} > 0 is the solution of Eq. (A.1)
with boundary condition ﬁ% = 0. We construct an alternative control that stabilizes the system
and does not depend on T"

0 = Kial® = —k,BY(B,BY) ).

Note that, by Assumption B, this control exists, and the constant k£ > 0 can be chosen in such a
way as to ensure d;-superexponential stability of the matrix A; + B Ky = Ay — kd:I. Therefore,

T t
FEE < 1 (ul?) < |72 /exp {— 20, dv} (1/6, 4 6,) dt < &z

to to

Hereafter we denote by ¢ and ¢ some positive constants whose specific values do not matter and
can vary from formula to formula. Thus, ﬁ;‘g is a non-decreasing (in 7") and bounded function.
Standard considerations (see [8, p. 268]) lead to the fact that there exists a limit limyp_, o 1T} = TI;
satisfying (A.1) and possessing the same properties as ﬁtT Since II; = &,I1;, the upper boundedness
of ﬁt implies the relation II; < ¢9d;1 with some constant ¢y > 0. To establish a lower bound on the
change II;, consider the function II; = II; !, which is a solution to the equation

1T, — I A, — AL, — TL,QL, + B,R; ' B] = 0. (A.2)

Equation (A.2) also belongs to the class of Riccati equations and corresponds to a control sys-
tem with a d;-superexponentially stable matrix —Aj. For such systems, it is known [19] that
II; < &1(1/6;), which implies IT; > ¢10;1 for some constant ¢; > 0.

Turning to the study of the stability of the matrix A; — B; R, 1B£Ht, we consider the linear equa-
tion dz = (A; — ByR; ' BIIL,)zdt, zt, = 2, and write d(zjIl;z) = (—2,Q¢zt — 2011, B, Ry ' BiI1, 2, )dt.
Assumption B and the resulting double inequality ¢15:1 < II; < 201 lead to the following sequence
of bounds:

d(ngtZt) < —)\5t(Z£HtZt)dt,

t
21l 2z < 24 1Ly 24, €xXp {— / YN dv} ,
to

t
1242 < Kexp {—/mv dv} 122 (A.3)
to

with some positive constants A and . Relation (A.3) implies the d-superexponential stability of
the matrix A; — BiR, 1B£Ht with 8; = A\d;. This completes the proof of the lemma.

Proof of Theorem. Due to Assumptions A and B, the statement of the lemma on the existence
and properties of the solution of the Riccati equation (5) holds, and we can also define the control
law U* in the form (8) and (9). Fixing an arbitrary competing control U € U and the corresponding
process Xy, we set x; = X; — X/ and u; = Uy — U}". The pair (x4, u; )< satisfies the equation

dry = (Atl‘t + Btut)dt, zg = 0. (A4)
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Since Q; > qI, there exists a number k > 0 such that the matrix A; — kd;+/Q; is d;-stable. Then,
transforming (A.4), we get that

dﬂj‘t = (At — kdt\/Qt)xtdt + k‘(St \/Qtl‘tdt + Btutdt, o = 0,

and

t

t
2] < C/eXp {—/&; dv} (5s||\/Qsa:s|| + ||\/Rsus||) ds.

0

According to the Cauchy—Bunyakovsky inequality,
t t
[ENRES E/exp {— /&, dv} (0575 Qss + vl Rsus) ds,
0 S

which implies the bound

t

;t ||:L‘t||2 < 6/(3:;Qsa:s + vl Rguy) ds. (A.5)
0

Further, the difference Jp(U*) — Jp(U) can be represented as

T T
Tr(U*) = Jp(U) = 2/, TTp X — / (£,Quy + 1, Ryug) df — 2 / 2TL,Gduwy. (A.6)
to 0

Taking into account (A.5), properties of the function II; (see the lemma), and applying the ele-
mentary inequality 2ab < a?/c + cb?, for an arbitrary ¢ > 0 and any numbers a and b (A.6) can be
estimated as

T
Tr(U*) = Jp(U) < @163 X5 % = 2 / 211, Gyduw, (A7)
0

with some constant ¢; > 0. Taking the expectation in (A.7), we get
EJp(U*) < EJr(U) + &03E| X5, (A8)

Since the matrix A; — BiR, LB/, in Eq. (9) is d;-superexponentially stable,

T T T
SBE|| XA < b3 (exp {—/2&) dv} (||| + /exp {—/2&, dv} [tenls dt) . (A.9)
0 0 t

We note that the condition St/éf — 0, t = oo, from Assumption A implies the convergence
53, exp{—fOT 20, dv} — 0 as T — oo. The second term in (A.9) can be rewritten as Ly =
5 Jo exp{— [;720, dv}||Gyl[dt = [ exp{— ;" 20, dv}||Gil| dt, & =0+ (3/2)(81/8r), Gi=5;"Gy.
Using the L’Hopital rule, it is easy to show that condition ||Gr|dr — 0, T'— oo, will be suffi-
cient for Ly — 0 with 7" — oo, and Assumption G guarantees L7/ (fOT 5| G| dt) —0as T — oo.
Taking into account the reasoning above, we get the overtaking optimality on average for U™ if
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|Gr||d0r — 0, T — oo, or optimality on average over an infinite time horizon according to the
criterion with normalization fOT 5t||Gy|? dt:

. EJr(U) . EJr(U)
lim sup T < lim sup T .
oo gatuat\\? a T gatuat\\? dt

The expected value of the objective functional on the optimal control is given by the for-
mula EJp(U*) = 2/Tlyx — E[(X5) Ir X7} + fOT tr(GYILGy) dt. Since E[(X3) X5 < edrE[| X5
and 07| X712/ (Jo GllGe? dt) — 0, T — o0, and J§ tr(G{ILGy) dt > e1 [ 6, Ge|*dt (see the
lemma), the limit value is
T
ftr(GQHth) dt
0 < J* =limsup = . + limsup ° < 0.
T2 [ 6,11GyJ2 dt S oulGe dt T2 1 5,|Gy 2 dt
0 0

EJT(U*) . ZL‘/H()I‘

This completes the proof of the theorem.
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