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Abstract—The stochastic linear control problem over an infinite-time horizon with a two-sided
cost functional and a time-varying diffusion matrix is considered. In the two-sided quadratic
cost functional, the limits of integration have opposite sign and depend on the length of planning
horizon. It is shown that under conditions on the diffusion matrix growth, the well-known linear
feedback law is optimal in terms of the extended long-run average cost and its pathwise analog.
In addition, the probabilistic behavior of the system’s optimal path is studied.
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1. INTRODUCTION

Stochastic linear controllers belong to the class of control systems that are of theoretical and
practical importance; see [1, Chapter 3]. Their dynamics are often considered on the positive semi-
axis of the time parameter ¢t € [to, 7] and a planning horizon [tg,T] C [0,400). At the same time, in
a theoretical-operator perspective (i.e., in the case of infinite-dimensional state spaces; e.g., see [2]),
the evolution of such systems can be analyzed on the entire real axis, t € (—00, +00). Then control
problems are posed on the intervals [tg — T, to + T], where T' > 0, with further letting T' — 4o00;
see [3, 4]. Moreover, as was emphasized in [5], there exist applications (signal processing, statistical
estimation, data transmission, and others) in which the models have the independent variable
t € (—00,400). Let us describe the control system studied in this paper. Consider a complete
probability space {Q2, F, P} and let an n-dimensional stochastic process X¢, t € R, where R denotes
the set of real numbers, be defined on this space according to the equation

dX; = Ay Xidt + BuUpdt + Gidwy, (1)

where A; and B; are bounded matrices with time-varying entries; the disturbances are modeled

by the so-called two-sided Wiener process wy, t € R, defined in an usual way, i.e., w; = wt(l) for

t>0and w = w(_2t) for t < 0, where wgl) and w?), t > 0, are two independent d-dimensional stan-
dard Wiener processes [6, p. 7|; the set of admissible controls U consists of the k-dimensional
square integrable stochastic processes Uy, t € R, adapted to a filtration {F; }ier, Fr = o{ws, s < t}
(o(-) denotes a o-algebra) such that there exists a solution to Eq. (1), i.e., a process X;, t € R,
for which [3] the equality X; = X, + [ A, X, dr + [! B,U, dr + [' G, dw, holds for all s <t al-
most surely (a.s.); G is the diffusion matrix whose elements satisfy the assumptions below (for the
time being, note that the disturbances parameters can be either bounded, e.g., constant Gy = G or
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damping ||G¢|| — 0, or increasing |G| — oo, t — +oo, where || - || denotes the Euclidean matrix
norm).

For T > 0, as a two-sided cost functional on [T, T] we defined the random variable
T
T (U) = [ (XIQuX, + U[RY) d, @
-T

where U € U is an admissible control; Q; > ¢I and R; > pl,t € R, are bounded symmetric matrices,
q,p > 0 are some constants. (As usual, ’ indicates the transpose; for matrices A and B, the relation
A > B means that their difference A — B is a nonnegative definite matrix; I denotes an identity
matrix.)

Previously, stochastic linear control problems on infinite horizon (T — 4o00) with the cost
functional (2) were considered in [7] subject to data transmission in networks and also
in [8; 9, part 13.2.10] for to engineering applications. The optimality criterion was the long-run

average cost, i.e., imsup{E.Jor/(2T)} — inf. Obviously, such an approach does not take into
T—4o00 Ueu

account the time-varying features of the diffusion matrix Gy, e.g., its unboundedness at infinity (as
in the cognitive model [10]) or its singularity (see the case of diffusion in [11]). In this paper, the
average optimal controls over an infinite-time horizon are derived using the extended functional

EJor(U
limsup . 2r(U) — inf | (3)

Ueld
Tt 1 1Gy|12 dt
-T

which is a generalization of the above-mentioned criteria. In the probabilistic sense, a stronger
criterion than the long-run average cost is the pathwise ergodic cost in which the problem

I 2T)} — inf
im sup{Jor /(2T)} = inf,

is solved with probability 1; see [3]. When considering the impact of the diffusion matrix on the
system dynamics, the extended pathwise long-run average cost can be used:

Jor (U
limsup . 2r(U) — inf  with probability 1. (4)

TR 1 1Gy|2 dt
-T

Note that the extended long-run average costs were also introduced in [12-14] for the stochastic
linear control problem with a one-sided cost functional, i.e., with the limits of integration [0, 7]
in (2). The problems with two-sided cost functionals were considered in [3, 4]; the criteria of
optimality used there are standard for the systems with bounded coefficients (the long-run av-
erage and pathwise ergodic costs mentioned above). The admissible controls were assumed to
have finite moments of the corresponding processes (more precisely, sup,cg (E|| X¢||? + E||U]|?) < oo
in [4], or sup,cr(E[| X¢||* + E||U]|*) < oo in [3]), as well as the finite value of the ergodic average
lim supy_, . {(27) ! fEFT |U¢||? dt} < oo, in [4]. In comparison with the analysis performed in [3, 4],
this paper presents a series of generalizations for the case of finite-dimensional control systems as
follows. First, the unbounded time-varying diffusion matrices are allowed (||G¢|| — oo, t — +00),
and new extended long-run average cost criteria are considered (see (3) and (4)), which take the
former fact into account. Second, problems (3) and (4) are solved for a much wider class of controls
than in [3,4]: we only require the existence of a solution to (1) and the square integrability of
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controls, i.e., [1||U;||?dr < 00, —00 < s <t < +00. It is important to note the well-known opti-
mal linear feedback law, whose structure also includes the solution of the Riccati equation (for
example, see [1, 3, 4]), is also preserved in this case for (3) and (4). As it was established in [3],
the optimal path corresponding to this control law has the global asymptotic stability in mean
square. In this paper, we obtain more precise estimates for the variations of this process over time,
in the mean-square sense and also with probability 1, depending on the coefficients of the diffusion
matrix. This seems to be a generalization of the result of [15], where the scalar stationary process
was studied. Thus, the aim of this paper is to find an optimal control U;" in problems (3) and (4)
as well as to analyze the properties of the corresponding optimal path X} as ¢t = £o0o. The rest
of this paper is organized as follows. In Section 2, basic assumptions on the parameters of the
control system (1), (2) are introduced and problem (3) is solved. Section 3 is dedicated to the
pathwise optimality of U* in problem (4) and the stochastic analysis of the path X*. Besides, in
Section 3 some examples of different classes of time-varying diffusion matrices G; satisfying the
basic assumptions are given. In the Conclusions, the outcomes of this paper are outlined and the
lines of further research are discussed.

2. AVERAGE OPTIMALITY ON INFINITE HORIZON

First, we formulate the assumptions on the coefficients of (1), (2), which will be used below.
Assumption AB. The pair of matrices (A, By) is stabilizable for ¢ € R.

The stabilizability of the pair (A¢, By) (e.g., see [2, 4]) means the existence of a bounded piecewise
continuous matrix K; such that the matrix A; = A; + B K}, t € R, is exponentially stable, i.e., the
corresponding fundamental matrix ®(t,s) admits the upper bound ||®(t,s)| < koe *¢9), s < t,
where kg, k > 0 are constants. It is well-known, that the fundamental matrix is determined by
solving the problem aq)a(i’s) = A;®(t,s), (s,s) = I. The next assumption concerns the disturbance
parameters, i.e., the matrix Gy, t € R. We introduce the set T = {—o00; +00;+00} and use the
compact notation t — 7T for any of the cases t - —o0, t — +00 or t — £o0.

Assumption G. The diffusion matrix G satisfies one of the following conditions.
1) Gy is bounded for t — T.
2) |G|l = 400, Gy is differentiable and dln ||Gy||/dt — 0 ast — T.

It is important to note that the validity of conditions 1 and 2 is related to a particular semi-axis
of the parameter ¢ € R under consideration (positive or negative). Specifically, for |G| =e vt
where m is an odd number, condition 1 is the case as t — —oo while condition 2 as ¢t — +oc.

According to [2, 4], under Assumption AB there exists the control law
Uf = =Ry BIL X, (5)
where a bounded symmetric matrix II; is the solution to the Riccati equation
I, + I, Ay + AT, — I, B, R, Y BT +Q; = 0 (6)

and II; > pI with a constant p > 0. Substituting (5) into (1), we find that the process X/, ¢t € R,
is the solution to the linear stochastic differential equation (SDE)

dX; = (A — B,R;7 ' BIIL) X dt + Gyduwy, (7)

representing an analog of the Ornstein—Uhlenbeck process for ¢ € R in the case of SDEs with time-
varying coefficients. Moreover, the matrix Af = A; — B;R; ' B/II; is exponentially stable [2, 4], and
some other properties of X/, t € R, are presented in Lemma 1.
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Lemma 1. Let Assumptions AB and G hold. Then the solution to (7) is a process of the form
X; = ffoo O(t,s)Gsdws, where ®(t,s) is the fundamental matriz corresponding to the exponen-
tially stable matriz A} = Ay — ByR; ' BII1;. Moreover, there exists a constant cg > 0 such that
E| X} ||? € cg max{1, ||G¢||*}, t € R.

The proof of Lemma 1 as well as the proofs of all other theoretical results below are postponed
to the Appendix. The next theorem establishes the average optimality of the control law U* over
an infinite-time horizon.

Theorem 1. Let Assumptions AB and G hold. Then the control law U* given by (5)—(7) is the

solution to the problem

EJor(U
lim sup 2r(U) — inf | (8)

veu
TR 1 1Gy|12 dt
-T
and

T
tr(GILGy) dt
‘ EJQT(U*) ‘ _j’_:[’ T( tt t)
0 < lim sup = lim sup T < 00, (9)
TR NG T G e
-7 -7

where tr(-) denotes the matriz trace.

3. PATHWISE STOCHASTIC OPTIMALITY

Lemmas 2 and 3 characterize the asymptotic properties of the paths of the process X}, t € R.
These properties are necessary to study the stochastic optimality of the control law U* in prob-
lem (4).

Lemma 2. Let Assumption AB and item 2 of Assumption G hold. Then there exists a constant
¢ > 0 such that

el

lim sup < ¢ < oo with probability 1,
o7 |Gl InJt]
where | - | denotes the absolute value of a scalar variable.
The function by = ||G¢|* In |¢| in Lemma 2 is a majorant, i.e., an upper function for the process X;

(see [16, Definition 1]) under item 2 of Assumption G. For the bounded diffusion matrix Gy,
t > 0, the function hy was explicitly found in [16]; a special case of a scalar stationary process was
considered in [15].

Lemma 3. Let Assumptions AB and G hold. If also dIn||Gy||/dt x In|t| — 0 ast — T in item 2
of Assumption G, then

g XSl X
11m

=0 with probability 1.
T—+o00

T
J NG| at
=T

The relation in Lemma 3 shows that normalizing previous (X* ) and subsequent (X7.) values of the

path by I'r = \/ f_TT |G¢]|? dt, as a result, we obtain a vanishing process a.s. when the observation
“window” increases. The function I'r defined in this way determines the standard deviation of the
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integrated vector disturbances over the period [—T', T']; more specifically, Zp = f_TT Gidwy and then
Bl 27| = /27 |G| dt.

To analyze problem (4) in the case ||G;|| — oo, t — T, we need a stronger condition than item 2
of Assumption G.

Assumption G1l. Let item 2 of Assumption G hold and additionally, dlIn|G¢|/dt x
In|t|(Inln|t| +Inln||G¢]|) — 0, t = T, where |G| is a monotone function as t — T.

The main result of this section is Theorem 2 on the pathwise optimality of the control law U*.

Theorem 2. Let the hypotheses of Theorem 1 and Assumption G1 hold. If f_TT |G| dt — oo as
T — +o0, then the average optimal control law U* is also the solution to the control problem with
the extended pathwise long-run average cost, i.e.,

Jor(U
limsup . 2r(U) — inf  with probability 1, (10)

TR 1 1Gy|2 dt
-T

and

Jor (U EJor(U
limsup . 2r(U) = limsup . 2r(U) a.s. (11)

We give some examples of various classes of functions describing the dynamics of the diffusion
matrix norm Gy. For two scalar nonnegative functions f; and g;, the relation f; ~ g, means that

0< limtﬁim(ft/gt) < Q.

Example 1.

1. The power family ||G¢||? ~ [t]**, a € R : for a < 0, item 1 of Assumption G holds; for a > 0,
item 2. Since dln ||Gy||/dt ~ 1/|t| and Inln ||G;|| ~ In|¢|, the Assumption G1 is valid for any «. In
addition, the hypotheses of Theorem 2 are satisfied for o > —1/2.

2. The logarithmic family ||G¢||? ~ In?® |t|, B € R : if B < 0, then item 1 of Assumption G holds;
if >0, item 2. Due to d1n ||G¢||/dt ~ 1/(]t|In|t|) and Inln |G| ~ Inln |¢|, Assumption G1 is true
for any . In addition, for each 8 € R the hypotheses of Theorem 2 are satisfied.

3. The exponential family ||G¢||? ~ e/, < 1: for 4 <0, item 1 of Assumption G holds; for
p >0, item 2. Also, dln||Gy||/dt ~ [t|*~! and Inln |G| ~ [t|*, i.e., the relation from Assump-
tion G1 follows for any 0 < p < 1. Obviously, the hypotheses of Theorem 2 are satisfied for each

w <1

4. CONCLUSIONS

In this paper, the stochastic linear control problem over an infinite-time horizon with a two-
sided cost functional and a time-varying diffusion matrix G; has been considered. In the two-sided
quadratic cost functional Jor(U) (2), the limits of integration have opposite sign and depend on
the length of planning horizon, i.e., t € [-T,T] in (2) and then T — +o00. Under the standard
stabilizability condition of the deterministic system (see Assumption AB) and conditions on the
diffusion matrix growth (see Assumptions G and G1), it has been shown that the well-known
linear feedback law U* (5)—(7) is optimal with respect to the extended generalized long-run average
cost (Theorem 1) and its pathwise analog (Theorem 2). Also, the asymptotic probabilistic behavior
of X;—the optimal path (7) of the system—has been studied. In particular, it has been established
that the upper estimates on variations of X/ in the mean-square sense can be determined depending
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on ||G¢|| (Lemma 1). In the pathwise dynamics, a sufficient normalization under which the process
tends to zero with probability 1 has been found (Lemma 3); this normalization has been defined via
a statistical characteristic (standard deviation) of the integrated vector disturbances. Concerning
the lines of further research, we mention the stochastic path tracking problem in a more general
setup than, e.g., the model [7], where the reference path was a Gaussian process.

APPENDIX

Proof of Lemma 1. Since X; = ®(t,0)x;, where x; = [*__ ®(0,5)Gdws, first we have to show
the existence of the stochastic integral x; with infinite lower limit; then, using differentiation
we have to check that X; satisfies (7). Due to the definition of a two-sided Wiener process
wy = w(_Qt), t < 0, where wg) is a standard Wiener process and 7 > 0, the stochastic calculus of
integrals y; obeys the same rules as Ito integration; also, see [6, pp. 13-14]. For ¢ > 0, the pro-
cess X; = ®(t,0) X5 + [§ (t,s)Gsdws, where X = xo. It is well-known [6, Theorem 5.1, p. 54],
that the existence of x;, t € R, is related to the condition El|/xol/?> = f_ooo 19(0, 5)Gs || ds < oo,
which holds because of the exponential stability of the matrix A; and Assumption G. Indeed,
[[@(0, )] < Koe™, s <0, and limsup,_, . ||Gs/|?¢?® < oo for any v > 0. Then choosing v < 2x
gives E||xo||* < oo. Next, we obtain

t t
|| XF|? = /tr{q>(t,s)GSG;q>'(t,s)}dsgc / =200=9) |G, |12 ds, (A1)

where tr(-) denotes the matrix trace; hereinafter, ¢ is some positive constant whose precise value
makes little sense and may vary from formula to formula. From (A.1) it follows that for a bounded
diffusion matrix Gy, the expression of E|| X/ |?, t € R, is bounded as well. If |G¢| — 400, t = T,
then integration by parts (like in [14, Lemma 1] for the case t — +00) can be used for showing that
lim sup,_,(E[| X7]|?/||G¢||?) < oo. The proof of Lemma 1 is complete.

Proof of Theorem 1. We fix a control U € U and determine the corresponding process (1). Let
xy = X[ — X4, g = U — Uy, and & = X — Xo. Then we have the representation

T T
Tor(U*) — Jop(U) = 20Tl X5 — 20 o1 p X" — / (2, Quare + ul Ryug)dt — 2 / 2ILGhdwy.  (A2)
7 “r

For estimating (A.2), the dynamics of x; with ¢ € [—T,T] are analyzed. By construction,
dry = Asxedt + Brugdt. (A3)

First, let ¢t € [0,7]. In this case, the consideration of (A.3) with the initial condition zy = Z un-
der the assumption Q; > ¢I yields a solution to (A.3) of the form xp = ®(T,0)z + fOT (T, t)x
(kv/Qixy + Byug)dt, where ®(t, s) is the fundamental matrix that corresponds to the exponentially
stable matrix A; = A; — l?:\/ Q; for some constant k£ > 0. This relation can be estimated as

T
ler|? < ce )+ [ 5T (@ Qua, + u, Ryua)ds, (A4)
0

where ¢,k >0 are some constants. In the case t € [-T,0], Eq. (A.3) is considered with the

boundary condition g =z. Due to Q: > ql, there exists a constant k£ > 0 such that the ma-
trix A, = Ay + ky/Qy is exponentially antistable, i.e., |®(s,t)|| < ke (%) s < t, where &, &1 > 0
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are constants. Then, writing the solution to (A.3) in the form z_7 = ®(—T,0)z — f_OT O(—T,5)x
(l::\/QSmS + Bsug)ds, we obtain the upper bound
0
ol < e P T a2+ & [ e BT Qu, + ul Reus)ds (A.5)
T
with some constant ¢ > 0. Consequently, the boundedness of 11;, ¢ € R, together with the elementary

inequality 2ab < ca® + b?/c, holding for an arbitrary constant ¢ > 0, and (A.4), (A.5) lead to the
following upper bound on the average value of (A.2):

EJor(U*) — EJor(U) < coe ™ ||Z|* + a1 E|| X532 + B[ X* 7%,

with some constants k1, cg, ¢1,c2 > 0. Next, normalizing by f_TT |G¢]|? in view of Lemma 1 and the

conditions of Assumption G, in the the limit as T' — +oo we arrive at the relation
) EJor(U*) ) EJor(U)
lim sup < lim sup ,
T—+ T—+
T LGP T |G dt
-T -T

which proves that U* is the solution to Problem (3). Note that for the processes defined by (7) for
all t € R, the solution to the corresponding equation has the integral form X; = X} + | St Ar X dr +
/. st G dw; for an arbitrary s € R, s < t. In accordance with [17, Remark 4.3.7, p. 99], the well-known
results (in particular, the It6 formula) can be applied to such processes. By the It6 formula,

T T
Tor(U%) = [(X* ) TLp X 7] — [(X2) Tr X2 + / (GG di + 2 / (X)TLGdw;.  (A6)
-T -T

Based on the inequality from Lemma 1 and the property pI < Il; < cl, t € R, for the average value
of (A.6) we write the two-sided estimate ¢; fEFT |G¢||1? dt < EJor(U*) < é9 f_TT |G¢||? dt with some
constants ¢1,¢e > 0, which finally gives (9). The proof of Theorem 1 is complete.

Proof of Lemma 2. In the case T = +oo0, X; = ®(t,0) X + X, where X; = fg (¢, s)Gsdws,
t > 0. In [14, Lemma 2] it was shown that || X]|? < co||Gy|>Int a.s. as t — +oo, where ¢y > 0 is a
deterministic constant. Since X{ is a random variable and ||®(t,0|| < kge ", the result for || X2

given above implies the desired result. In the case T = —o0o, first consider the scalar process z;
with the dynamics dz; = —kzidt + opdwy, k > 0, and the diffusion coefficient o, which satisfies the
hypotheses of Lemma 2. Then z = e "'I;, where I; = ffoo e"Sosdws. In the stochastic integral
I_7, T >0, we may perform the change of time 7 = —1/s, taking into account that Tw_,,, = -,
where w,, 7 > 0, is another Wiener process; for example, see [18, p. 94]. Therefore,
1T i A
0 w
I_r= /e_R/TO'_l/T( T ;—dT)
/ T T

As T'— +o0, the terms in I_p can be estimated using the local law of the iterated algorithm [18,

Corollary 3, p. 93]. Let I{V = [}/ %e=r/mg_ @0 then IV <& for BSY = /My Inin(1/My),
Mg = fOI/T e‘zﬁ/TUzl/T (71_72— and some constant ¢; > 0. As T' — +o00, the process I:(p2) = fOI/T e x

N —K/T
o_1/r 7“71_)27 dr admits the upper bound |I:(p2)| < éth?), where hg) = fOI/T € \/TTI; n(1/7) lo_1/rldT

and ¢o > 0 is some constant. With I’'Hopital’s rule, it is easy to demonstrate that

(hgpl) + hgg)) /\/(62HTU%T lnT) —c, T — +o0.
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Then limsupp_, o {|27|/ \/ (027 InT)} < oo, this relation used to estimate each component of
the auxiliary process X_T = f__o:g e“(TJrs)Gsdws guarantees the existence of a constant ¢ >0
such that limsupT_>+oo{||)A(_T||/hT} <é<oo as. if hp =+/||G_7|?InT. Next, for the
difference Z, = X — X; with the dynamics dZ; = A:Zdt + (kI — A} )Xidt and the solution
Zy = [t ®(t,s)(x] — A¥) X, ds, the exponential stability of Af and hy/h; — 0 imply that the ratio
| Z¢ ||/ he is bounded as ¢ — —oo; this fact can be established by a standard approach (e.g., see [16]).
As a result, limsup, , {[|X/]|/m} <€ < oo for hy = /||G¢||2In|t|. The proof of Lemma 2 is
complete.
Proof of Lemma 3. Under item 2 of Assumption G, Lemma 2 together with the condition
dln |[|G||/dtIn|t| — 0, t — T, lead to
t
JACARE
0

t
: * (|2 2 < : 2
ggr%{nxt /| [ 16|12 ds } \Ctlgl%{lthll In|tl/
0

If the diffusion matrix G; is bounded, then for 7 = +oco we again adopt the representation
X5 =®(T,0) Xy + X:’F, where X; = fOT O(T, s)Gsdws, T > 0, and the well-known result [13, The-
orem 1], stating that ||)~(}||2/fOT |Gs||?ds — 0 a.s. as T — +oo. Then, in view of the decreas-
ing exponential upper bound on ||[®(7,0)||, we obtain the relation ||X:’F||2/fEFT |Gs||?ds — 0 as
T — +00. For T= —o0, due to the representation || X*,||> = || X5 — [°r(X7) (As + A}) X;dt —
SO R (XY Grdw; — [Op(dwy) GiX; — [P ||Ge||? dt the terms can be analyzed using [13, Lemma 1,
Lemma 2| with the change of time 7 = —t in the integrand; as a result, || X*/|?/ ‘ng 1Gs|I? ds’ — 0
as T' — +o00. The proof of Lemma 3 is complete.

} =0 with probability 1.

Proof of Theorem 2. In order to estimate (A.2), we use inequalities (A.4) and (A.5). Replacing T’
by t in (A.4) and (—=7') by ¢ in (A.5) and integrating the resulting expressions on [0, 7] and [T, 0],
respectively, yield

T T
/||g;t||2 dt <&z’ + & /(a;;tht -, Ryuy)dt (A7)
0 0
and
0 0
/||xt||2dt<51||f||2—|—51 /(x;tht+u;Rtut)dt (A8)
=T =T

with some constants ¢, ¢ > 0. Then (A.2) can be estimated as
T T
Jar(U) < T () + collal? + el Xl + o X P e [ e =2 [ aiiGudu,
-T -T

where cg, ¢1, ¢, c3 > 0 are some constants. Consequently,
Jor(U*) < Jor(U) + RY + RED 4 RE). (A.9)
where the processes are

0 12 * (12 * 2
RY = coll 2|2 + er | X512 + eal X212,

T T
Rgﬁr) = —03/ (|2¢||? dt — 2/m£Hthdwt, and Rgp_) = —R(_JFT).
0 0
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Recall that Assumptions G and G1 are satisfied and also fEFT |G| dt — oo as T — +o00; hence, by
Lemma 3,

T
: () 2 _
Tgl}rloo Ry / / |G||*dt p =0 as.
-T
Next, consider the behavior of the processes Rg;r) and RS as T — +o0. As is well-known (e.g.,
see [12]), for a bounded diffusion matrix Gy, t > 0, the inequality lim sup{RrEer)/ gr} < 0 holds a.s.
t—4o00

for any function gy > 0 such that gr — oo, t — 400. By the hypothesis gr = f_TT |G¢]|? dt can be

taken as the normalizing function. If item 2 of Assumption G and also Assumption G1 hold, then
using the law of the iterated algorithm of stochastic integrals (e.g., see [19]), R(T+) can be estimated

as |R(T+)| < Ly, T — +o00, where

T T T
Ly = &|Grl? /||ﬂct||2dtlnln (/||xt||2dt> —62/||a:t||2dt—1—63||GT||2lnln||GT||,
0 0 0

and ¢1, éo, ¢3 are some constants. Using the same arguments as in the proof of [14, Lemma 3|, we es-
tablish the inequality L7 <c¢|Gr|/? Inln ||Gr||, and consequently lim sup{R(T+)/gT} =0a.s. for gr =
t——+oo

||GT||2 Inln ||Gp||. From this result and Assumption G1 it follows that lim gr =0
T
Totoo | [2p ||Gel|2dt
(-)

a.s. Also note that the results on the choice of the normalizing functions gr for the process Ry

are obtained using the relations for R(T+) (see above) with the change of variable 7 = —t in the in-

tegrands. Due to these remarks, the passage to the limit as 7' — +oo for (A.9) gives the inequality

Jor (U* Jor (U
lim sup 2r(U7) < lim sup 2r(U) with probability 1.

T—+o0 f;HGtHth T—+o00 j;||Gt||2 dt

Next, consider (A.6); in view of (9) and Lemma 3, to prove (11) we have to study the behavior of

T
Iy = / (X7)ILGy dw, = IWF + 157,
=T

where I:(FJF) = fOT (X)L Gy dwy, Ié_) =-1 (_JFT) More specifically, it is necessary to analyze I:(FJF) /Tr,
with I'r = fOT |G¢||? dt; note that the case Ié_)/|F_T\ is treated similarly through the change of time.
For a bounded diffusion matrix G, t > 0, the ratio I}Jr)/FT — 0 a.s. as T — +oo; see [13]. For
|G¢]] = o0, t — +00, and the relations of Assumption G1, we apply the law of the iterated algorithm

for stochastic integrals [19], which claims that lim sup {|I:(F+)|/\/(I§+)> In ln([é+)>} < 00 a.s., where
T—+o0

(I:(FJF)) = fOT | X7 11?[|Ge||?||T1;||2dt. Lemma 2 together with the monotonicity property of ||Gy|| yields
the upper bounds (I:(F+)> < c||Grl? fOT |G¢||?dtIn T and lnln([}ﬂ) <c¢(InlnT 4+ Inln||G7l|). Then

(LY InIn(I8) /T2 < o|Gr|)? (nIn T + Inln |Gp|) In T /Ty — 0, T — +oc.
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(Here convergence to 0 follows from Assumption G1.) Consequently, I:(FH /T'p — 0 with probability 1.
In accordance with the aforesaid,

T
IT//||Gt||2dt—>0 as., T — oo,
-T

and (11) holds. The proof of Theorem 2 is complete.
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