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a b s t r a c t 

Fraud detection in bank payments transactions suffers from a high number of false positives. To deal with 

this problem, we introduce a rules generation framework for a fraud-detection system – an automatic 

rules generation using distributed tree-based ML (machine learning) algorithms such as Decision Tree, 

Random Forest and Gradient Boosting, where the components of expert rules are used as the features for 

the model. This approach is a combination of statistical and expert-based approaches. We apply it to the 

bank’s card transaction data. Our dataset covers February 2021 and consists of more than 20 mil. records 

including information on clients, transactions, and merchants. The autogenerated rules were aimed at 

improving FPR (false positive rate) business-metric. The framework was tested in a real fraud-monitoring 

system of large bank throughout half of the year. The rules obtained using this framework proved to be 

satisfactory efficient while having tangible business effect. 

© 2022 Elsevier Ltd. All rights reserved. 

1

1

p

c

h

s

t

o

p

w  

p

a

d

f

i

s

s

e

f

o

s

f

m

f

n

t

n

h

c  

c

f

u

v

c

t

s

h

0

. Introduction 

.1. Motivation to the study 

As fintech and e-commerce thrive, the more and more bank 

ayments and money transfers are facilitated through the online 

hannels which are faster, more convenient, and safer for the 

ealth in a coronavirus era. According to Mastercard global con- 

umer study 2020, 1 8 out of every 10 Mastercard users all over 

he world make use of contactless payment methods. 

The data on conducted transactions is accumulated in databases 

f banks, e-commerce platforms, and other e-commerce industry 

layers. For the year 2017 a Visa payment processing capability 

as as high as 75 0 0 0 transactions per second ( Zeng, 2018 ). The

roper use of that data allows corporations to improve their oper- 

tional performance and customer experience. However, that much 

ata is impossible to handle manually. Hence, the corporations are 

orced to build Big Data infrastructure and utilize Machine Learn- 

ng (ML) algorithms. 

Developing mechanisms to protect client funds against fraud- 

ters is a part of banking and e-commerce corporations’ strategy 
∗ Corresponding author. 

E-mail address: vorobyev-ivan@yandex.ru (I. Vorobyev). 
1 https://www.mastercard.com/news/press/press-releases/2020/april/mastercard- 

tudy-shows-consumers-globally-make-the-move-to-contactless-payments-for- 

veryday-purchases-seeking-touch-free-payment-experiences/ 
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or improving customer experience. As payments have moved to 

nline channels, the fraudsters have adapted as well, bringing is- 

ues of protecting the funds circulating in online channels to the 

ore. According to SmartMetric, in 2018, the global losses from pay- 

ent fraud were higher than $24bn. 2 

Despite the difficulties while detecting fraud (driven by the 

raudsters imitating normal clients’ behavior and using social engi- 

eering techniques), the fraud-detection systems of large corpora- 

ions allow to detect and prevent up to 98% of fraud cases (Carmi- 

ati et al., 2015). In terms of ML metrics, this means attaining a 

igh recall. 

Nowadays, an issue of a large number of false positives (FP) 

omes to the fore ( Zoldi, 2015 ), stating the problem of low pre-

ision, or high false positive rate (FPR). On average, there is only 1 

raudulent transaction out of 5 transactions blocked, and every 6th 

ser was blocked mistakenly over the year ( Wedge et al., 2019 ). 

False positives lead to money losses of corporations on in- 

estigating cases and contacting the client, as well as to an in- 

reased pressure on a call-center, and even to revenue losses due 

o declined transactions. Considering one of the possible response 

trategies – giving a call to the client – the cost of managing one 

ransaction blocked ranges from 1.5 euros (according to the bank 

hat provided us with data for our research) to 5 euros (European 

entral Bank, ( Baesens et al., 2021b )). As for the e-commerce in- 

ustry players, according to Merchant Risk Council’s 2017 Global 
2 https://www.businesswire.com/news/home/20191223005414/en/ 

https://doi.org/10.1016/j.cose.2022.102786
http://www.ScienceDirect.com
http://www.elsevier.com/locate/cose
http://crossmark.crossref.org/dialog/?doi=10.1016/j.cose.2022.102786&domain=pdf
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a

raud Survey, 3 one online retailer declines on average 2.6% of or- 

ers, at least 10% of which should have been accepted. According 

o Riskified, 4 false positives in that case lead to a loss of 6% of the

evenues. 

In addition, the more demanding the clients become to the ser- 

ices quality, the more false positives damage the company’s rep- 

tation and decrease the customers’ loyalty. According to Javelin 

trategy, 5 61% of users who didn’t manage to conduct a transac- 

ion due to the false positive blocking, cut down on card usage or 

topped using them all together. 

.2. The purpose of the paper 

This paper aims at searching for the approach to improve the 

fficiency measures of bank fraud detection process, which con- 

ist of two key metrics: 1) fraud basis point (FBP), accounting for 

raudulent transactions not blocked by fraud-detection system, and 

) false positive rate (FPR), accounting for the fraction of false pos- 

tives among all the alarms generated by the system. 

The work is concentrated on FPR metric. We propose a method 

o reduce FPR while having no deterioration on FBP metric. 

.3. Data and methods 

We search for the solution that combines expert and statisti- 

al approaches to fraud detection in such a way that the resulting 

lgorithm incorporates the advantages of both and performs well 

s measured by the key business metrics while being highly inter- 

retable. At the same time, the solution should be easy to imple- 

ent and integrate into existing fraud-detection systems used by 

he corporations. 

We utilize the rules induction techniques. We generate new 

ules by implementing tree-based ML algorithms, the features of 

hich consist of the components of existing experts’ rules. The re- 

ulting rules are aimed at identifying cases that currently are in- 

orrectly classified as fraud. 

The data for our research includes characteristics of transac- 

ions and clients, as well as the set of expert rules that form the 

ecision-making logic. 

.4. Definition of fraud 

By the concept of fraud we mean a case of money theft from a 

lient by professional fraudsters. We classify fraud into two main 

ypes depending on techniques used by fraudsters – social engi- 

eering, when fraudsters persuade a client to take actions that en- 

ble them to steal the money, and others, not involving a client’s 

articipation. 

Fraud, according to ( Baesens et al., 2015 ), is characterized by 

he following specific characteristics: 

• Fraud is uncommon, compared to the legitimate transactions 

• Fraud is well-considered and organized 

• Fraudsters try to conceal their actions, pretending to be the nor- 

mal users 

• Fraud patterns are dynamic, changing over time 

• Fraudsters can work as a group 
3 2017 MRC Global Fraud Survey. https://www.merchantriskcouncil.org/resource- 

enter/surveys/2017/2017-mrc-global-fraud-survey?authResult = success 
4 Shalhevet Zohar. The True Cost of Declined Orders. 2018. https://www.riskified. 

om/blog/true-cost-declined-orders/ 
5 Pascual A. Future proofing card authorization. 2015. https://www.javelinstrategy. 

om/coverage-area/future-proofing-card-authorization 
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.5. The novelty of the proposed approach and its practical 

pplications 

From the scientific perspective, our research contributes to the 

iterature on fraud detection methods. We propose an approach 

hat combines expert-based and ML approaches such that features 

o the model are derived from the expert algorithms and the out- 

ut of the model imitates the algorithms which experts could have 

onstructed themselves. The application of statistical methods for 

ne-tuning experts’ algorithms improves the efficiency of fraud- 

etection measures, primarily in terms of number of false posi- 

ives. 

Also, we discuss the practical applications of our approach ap- 

lied to fraud-detection system. According to ( Pant and Srivas- 

ava, 2021 ), there is a problem with academic researchers as they 

ack business context understanding on how real fraud-detection 

ystems work and what are the costs of blocking legitimate or not 

locking fraudulent transactions. Thus, our discussion contributes 

o that type of knowledge in academia. 

Regarding practical applications, the outcome of the proposed 

lgorithm is represented in the form of decision rules that can be 

asily integrated into fraud-detection systems the corporations use 

owadays. The method is relevant for the organizations that uti- 

ize such systems to prevent fraud (e.g. banks, payment systems, 

-commerce platforms, insurance companies, fiscal authorities), as 

ell as for other companies fostering automatization of decision- 

aking processes on the basis of decision rules derived from Big 

ata. In ( Schneider and Xhafa, 2022 ), more details for the eHealth 

pplication area are provided. 

Apart from the description of an algorithm, we also provide 

ome detail on how to evaluate it in real time and match the ac- 

ual real-time results with those obtained on the training set. Fi- 

ally, we suggest a technique to evaluate the net business effect 

f it, given the fact that there is already some level of precision 

nd recall achieved in corporations with the use of their current 

ecisions. 

.6. Results 

As a result of implementing the proposed framework in a bank, 

e tested rules targeted at detecting false positives or false nega- 

ives in a real industrial antifraud system. The rules performance 

as evaluated in terms of their classification quality and net fi- 

ancial effect. The best-performing rules were then added to the 

ntifraud system. 

Although we indicated a need for further improvements, we 

ave already achieved fairly good performance metrics. The aver- 

ge precision (measured as true positives to sum of true positives 

nd false positives) of the rule is 50% on test sample though 10% 

n online mode. The average recall of a rule on test sample is 0.6%. 

This paper is further organized as follows: Section 2 is a litera- 

ure review, Section 3 provides detail on the data we used and the 

eld we work in, Section 4 describes the algorithm we implement, 

ection 5 presents the results of modeling and Section 6 concludes. 

. Literature review 

Fraud detection and prevention is of interest to both business 

nd academia. While in 2015, 16,0 0 0 scientific papers were pub- 

ished on the topic, in 2021 it was 1.5 times more. 6 

Fraud detection algorithms could be classified into expert and 

tatistical approaches. In the first case, fraud is detected on the ba- 

is of rules created manually by experts who analyze typical fraud 
6 Source: количество исследований в Google Scholar по ключевым словам ’fraud de- 

ection’ 
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atterns. In the second case, the Artificial Intelligence (AI) meth- 

ds, especially Machine Learning (ML), are applied to reveal fraud- 

lent operations. 

As stated above, the high false positives rate remains one of 

he key problems in the field. The recent research that seeks 

o resolve the problem is concentrated mainly on statistical ap- 

roaches. These include the feature engineering techniques that 

ncrease the efficiency of models in terms of FPR such as auto- 

ated feature engineering ( Wedge et al., 2019 ); the deep neural 

etworks that help to automate the decision-making process and 

rove to provide sufficient classification quality in fraud-detection 

 Carrasco and Sicilia-Urbán, 2020 )), the classical ML algorithms in- 

luding clustering (Liang et al., 2015) and classification models 

 Severino and Peng, 2021 ), etc. 

A very few works concern the problem of how to efficiently 

ombine expert knowledge and AI. Most of the articles that try 

o account for both approaches are concentrated on the develop- 

ent of AI analytical and data visualization tools to assist fraud ex- 

erts ( Sun et al., 2020 ; Leite et al., 2020 ) and explainable AI which

raud experts are believed to trust more than the black-box models 

 Cirqueira et al., 2021 ), as well as on the modeling and data engi-

eering techniques which should complement expert-driven tradi- 

ional approach (Baesens et al., 2021). There are also papers based 

n the idea of expertise-based feature engineering as a means to 

xtend the typically generated recency, frequency, and temporal 

eatures ( Hsin et al., 2021 ; Xie et al., 2019 ). One more way to apply

xperts’ knowledge to improve the efficiency of statistical models 

s proposed in ( Rao et al., 2021 ), where experts produce the set

f rules that filter out the noisy unlabeled data from the training 

ataset. 

Our experience, including constructing new features, perform- 

ng feature selection automatically, clustering merchants’ profiles, 

etecting abnormal behavior of clients and merchants, creating risk 

cores based on neural networks and so on, proves that the us- 

ge of statistical algorithms does help fraud experts to reduce false 

ositives. But we believe that the performance of fraud-detection 

ystem as a whole, accounting for both experts and statistical ap- 

roaches, can be further improved combining two types of intelli- 

ence – natural and artificial – in a more automated way. 

In this work, we propose to complement the experts’ knowl- 

dge with AI through application of the rule induction techniques. 

o far the rules induction was seen to be a data mining technique 

hat helps to reveal hidden patterns in data. The resulting associ- 

tion rules were those used as a supportive tool for experts’ de- 

ision making. For example, ( Xie et al., 2019 ) imply rules induc- 

ion to engineer new features over the set of rules and further 

se those in a Random Forest classifier. However, all the rules here 

ere generated manually based on expertise accumulated by an- 

lytics, not automatically. ( Sadgali et al., 2021 ) proposed ML rules 

eneration approach to assess the risk level associated with each 

ransaction. They induce fuzzy association rules sets based on Apri- 

ri algorithm and then score transactions depending on the share 

f rules in the set the transaction is consistent with. 

Our approach differs from the association rule mining described 

bove on the basis of how we understand the concept of rule. We 

im to derive the ready-to-use expert-like if-then rules in a con- 

unctive normal form suitable for using in a fraud detection system 

s they are, with no need for further experts’ efforts to interpret 

nd adjust them. The approach that is most closely to ours is of 

Youssef et al., 2021). The authors utilize the deep-learning frame- 

ork CRED (continuous/discrete rule extractor via decision tree in- 

uction) to induce the if-else rules in e-commerce fraud detection. 

he main purpose of applying rule induction techniques was to 

hed light on the process of forming predictions in black-box deep 

earning models. The other related work is ( Hasanpour et al., 2019 ) 

here classification and rule mining were integrated into a rule- 
3 
ased classifier by merging Apriori associative rule induction algo- 

ithm with binary Harmony Search rule selection and “Classifica- 

ion Based on Associations” algorithm for building classifier in the 

orm of an If-Then-Else rule list. 

For the purpose of our research, we have chosen the rule-based 

odels for rule induction such as Decision Tree, Random Forest 

nd Gradient Boosting. According to ( Hasanpour et al., 2019 ), these 

odels, although not demonstrating the better classification met- 

ics than the customized and more complex ones, are satisfactory 

n terms of the metrics, computing resources and time spent on 

raining and tuning the model. The last two aspects are particu- 

arly relevant for us having billions of data records and applying 

ig Data technologies stack and distributed ML models. 

One more thing that differs our approach is being driven by in- 

ustrial needs of our company and thus being fully concentrated 

n the problem of reducing the number of false positives. We se- 

ect the rules that predict the legitimate transactions, and we pro- 

ose a custom set of ML and business metrics that correspond to 

 given task. We explain in detail how our approach can be inte- 

rated into the fraud-monitoring system with some given level of 

recision and recall. Finally, we test the efficiency and scalability 

f our approach on real data. 

While conducting our research, we faced the problems typical 

or the industry: the large imbalance of classes (according to [5], 

raudulent transactions make up less than 0.5% of the sample) and 

nequal costs of classification errors. The latter one concerns the 

nequal costs of misclassifying fraudulent and legitimate observa- 

ions. Especially, the cost of false positives and true positives is 

xed at the level of administrative costs for investigating the case 

nd contacting the cardholder, while the cost of false negatives de- 

ends on the sum of money stolen by fraudster [13]. 

The typically used techniques to account for classes imbalance 

nd unequal costs problems are changing the model inputs by 

ither oversampling (Kumari et al., 2019; Baesens et al., 2021a , 

021b ), undersampling ( Trisanto et al., 2020 ) or combining both 

f them; adjusting weights of observations; changing the model 

utputs by correcting the thresholds ( Sheng, 2006 ); or changing 

he classification algorithm itself by modifying the existing ones 

r developing the new ones ( Höppner et al., 2021 ). If the ratio of

wo types of error costs does not remain fixed within the class, the 

eighting and changing algorithm approaches work only. 

In case of tree-based algorithms, there are several options of 

odifying cost-insensitive algorithms to the cost-sensitive one: 1) 

plitting in a cost-sensitive manner, 2) pruning the tree in a cost- 

ensitive manner, or 3) using an additional cost adjustment func- 

ion inside the impurity criteria ( Sahin et al., 2013 ). 

In our work, we apply undersampling and prune rules in a cost- 

ensitive way. We have also experimented with classes weights. 

. Application area and data description 

.1. Business metrics of transactional antifraud quality 

The business metrics to evaluate the efficiency of fraud detec- 

ion process in transactional antifraud are influenced by ML and 

efined by types of transactions in the fraud-monitoring system. 

All the banking operations (turnover) that pass through the an- 

ifraud system can be divided into 5 categories depending on the 

ystem verdict ( Fig. 1 ): 

• Fraud_identified – the operations that were blocked by the sys- 

tem and were given feedback by the client that they were ac- 

tually fraudulent 

• Genuine (false positives) – the operations that were blocked by 

mistake 
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Fig. 1. Types of operations in anti-fraud system. 
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• Undefined – the operations that were blocked but no feedback 

from a client was received 

• Fraud_missed – the operations that were not blocked, but 

clients reported they were fraudulent 

• Others – the most numerous operations that were approved 

by the system, and the clients did not report fraud on them 

(«turnover for all card transactions» minus «operations sus- 

pended by the anti-fraud system» and minus «fraud_missed» in 

Fig. 1 ). 

The objectives of the transactional antifraud can be expressed 

n controlling two business metrics: 

BP = 

Fraud _ missed 

Turnover 
(1) 

PR = 

Genuine 

Genuine + Fraud _ identified + Undefined 

(2) 

The main task of the fraud monitoring system is to minimize 

BP (fraud basis point) – a metric that corresponds to the amount 

f fraud missed. 

On the other hand, to ensure a positive user experience from 

onsumption of banking products, the anti-fraud team should not 

lock the operations mistakenly. Hence it is important to minimize 

PR (false positive rate) – a metric that corresponds to the num- 

er of false alarms. This indicator is calculated as a ratio of false 

ositives number to the overall number of triggers, thereby being 

qual to ( 1 − precision ) in terms of ML classification metrics. 

Additionally, fraud-monitoring experts should try to reduce the 

umber of undefined operations, since it is a blind spot where ex- 

erts cannot be sure of the correctness of the system response. 

owever, this task requires changes in business processes and is 

ot considered in this work. 
4 
.2. Business processes description 

We consider a process of analyzing bank clients’ card transac- 

ions for suspicion of fraud. Schematically, a bank payment’s jour- 

ey through the anti-fraud system can be represented as follows 

 Fig. 2 ). 

• Bank clients who use card products via making online pur- 

chases, using pos-terminals, linking cards in order to conduct 

payments via smartphones, etc. 

• Banking services for online payments, money transfers, and 

cash withdrawing. 

• Bank anti-fraud system: 

• Anti-fraud analytical platform, which is used to develop fraud 

detection algorithms. Banks with a large transaction flow ex- 

ploit the Big Data technologies for these purposes. 

• An engine to execute ML models online (model-based ap- 

proach). 

• Enrichment of transaction parameters with additional features 

created on the analytical platform. 

• An engine to make a final decision on the operation based on 

expert rules (rule-based approach). 

• Bank processing, in which an operation is performed once a 

verdict is returned by the fraud monitoring system. 

In our case, the bank’s fraud monitoring system combines two 

raud detection engines: model-based (statistical analysis) that as- 

esses risks using machine learning methods; and rule-based that 

ssesses risks based on rules and the model-based risk scores that 

re used as the elements of the rules. The second engine is formed 

y fraud analysts as a result of fraud patterns analysis and is rep- 

esented by a set of rules in a conjunctive normal form (CNF). The 

ules are checked sequentially at the time of the transaction ex- 
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Fig. 2. One of the possible schemes of the bank’s anti-fraud system, combining model-based and rule-based approaches. 
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cution in the order of rules priority. For each rule, the action is 

efined – whether to block an operation if it satisfies the rule’s 

onditions or "whitewash" it, excluding further checking of lower 

riority rules. 

Thus, both the elements of artificial intelligence through which 

he new features for the anti-fraud system are created, and fraud 

nalysts who directly adjust the rules, are involved in the process 

f transactional fraud monitoring. On the one hand, the combined 

pproach allows the bank to adapt quickly to changes in fraudu- 

ent scenarios even if they changed just a few hours earlier. On the 

ther hand, it facilitates developing the right strategy to train ML 

odels, which require a large, labeled dataset and hence plenty of 

ime to collect it. 

The expert rules formation and adjustment are the regular 

rocesses which are essential to control the FBP and FPR met- 

ics. Currently they are executed manually in the bank. Now, it 

s impossible to completely replace the expert approach with a 

odel-based approach in a bank with high transactional activ- 

ty. The underlying reasons for the manual control are as fol- 

ows: a significant class imbalance while fitting the classification 

odels, and a rapidly changing nature of fraud. These factors in- 

rease the likelihood of incorrect functioning of the antifraud sys- 

em as long as the AI models deteriorate, which is reflected in the 

rowth of rejected legitimate traffic or missed fraud. Also, fraudu- 

ent schemes are constantly changing and adapting, some of them 

asting for a short period of time and covered effectively by sim- 

le rules. Accordingly, the classifier models, once having been fit- 

ed, are becoming less and less effective over the time, meanwhile 

pdating and retraining them requires time and data science 

esources. 

However, manual creation and modification of the rules that 

ontain numerous scorings from the model-based engine makes it 

ifficult to manage the system since it is getting more and more 

omplex and interlinked. Much effort of fraud analysts is focused 

n reducing FBP, while business units of the bank require cyber- 

ecurity to ensure a positive customer experience characterized by 

he fraud monitoring not blocking legitimate transactions. 
5 
In this paper, we are concerned with the problem of model- 

ased engine being biased towards the high recall of fraud detec- 

ion. We propose to manage this issue by searching for rules that 

educe false positives. The rules are formed by fitting decision trees 

nd extracting the most effective features and conditions out of 

hose created by analysts. The rules that are formed this way are 

ighly interpretable and easily understood. 

.3. Data description 

To conduct this research, we used cross-channel data on trans- 

ctional fraud from one of the largest banks in Eastern Europe. The 

ross-channel nature of the anti-fraud system implies that various 

ank products, though differing in architecture, are connected to it. 

his approach allows accumulating data on events from different 

anking service channels (e.g., a mobile application, ATM, cards, 

MS-banking, acquiring, bonus programs) into a unified analytical 

nvironment. 

Based on the taxonomy of fraud ( Onwubiko et al., 2020 ), we 

re concentrated on financial fraud committed through the online 

hannels (Web, Mobile, Telephony) related to bank payments. 

To produce rules, fraud analysts are provided with numerous 

ttributes of operations ( Table 1 ). 

The response that the anti-fraud system returns as a result of a 

ransaction evaluation includes: 

• Predicted labels in the form of resolutions: 1 for the fraudulent 

and 0 for the legitimate transaction; 

• Rules that are triggered on a transaction, and conditions and 

expressions that form the rules ( Fig. 6 ). 

. Data processing and modeling 

Our ML pipeline accounts for specificities of fraud detection: 

• A strong imbalance of classes and unequal costs of types I and 

II errors; 

• A need to quickly decide whether to block or allow transaction; 
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Table 1 

Categories of data on card transactions. 

Data category Examples of attributes 

Client profile 

• Income and expenses 

• Geolocation 

• Consumer preferences 

Merchant profile 

• Merchant category code 

• Merchant turnover 

• Payment methods 

Models-based estimates of risk score 

• Merchant reliability 

• Client’s propensity to carry out transactions in the 

particular merchant categories and banking service 

channels 

• Graph analytics of clients 

Cross-product attributes 

• Client profile in a bank mobile app 

• Credit scorings 

• Blacklists of merchants 
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7 https://spark.apache.org/docs/latest/api/python/_modules/pyspark/ml/classifica 

tion.html 
• The lag between the time when transaction is conducted and 

the time when the final resolution on transaction is obtained. 

We are concentrated on interpretable models, although they 

an be less precise than the black-box ones. We have chosen the 

ree-based classifiers – Decision Tree, Random Forest and Gradient 

oosting. The branches of a tree constitute rules. 

For quick decision-making, we create a model that is trained 

ffline whereas the resulting rules are used online in a fraud- 

etection system. The model is re-trained on new samples and the 

ules are corrected on a regular basis. We do not have possibility 

o organize the process fully online with batch training due to the 

onstraints dictated by our fraud-monitoring system (e.g., scenarios 

n which the monitoring logic could be organized). 

The sample size bound us to utilize Big Data technology stack 

nd distributed ML models. 

The pipeline of our approach consists of three main stages: 

• Data preparation and preprocessing; 

• Modeling; 

• Rules extraction and evaluation. 

.1. Data preparation and preprocessing 

The first stage consists of the following steps ( Fig. 3 ): 

• Loading historical data from anti-fraud system; 

• Anti-fraud system emulation; 

• Dataset preprocessing: features selection, filtering out noisy 

data and extra features engineering. 

The sample includes transactions over February 2021. Class 1 

ncludes fraud missed and fraud stopped by antifraud system. Class 

 includes false positives, as well as the sampled legitimate trans- 

ctions. We sample first minute of every hour, hence using sys- 

ematic sampling with random starting point and a fixed peri- 

dic interval. This sampling method ensured data continuity and 

epresentativeness: based on our experience, the patterns of le- 

itimate behavior change little over such period of time as two 

eeks, while legitimate operations of all possible types and pat- 

erns occur during the day due to a large flow of operations. For 
6 
s, the random sampling performs worse in terms of the equal dis- 

ribution of sample and population as indicated by Chi-Square and 

olmogorov-Smirnov tests. 

On the emulation stage, we reproduce how the system would 

ave worked on the historical data. Every transaction is checked 

or the correspondence of its parameters to the expressions and 

onditions used in expert rules. As a result, we obtain a set of 

oolean columns that correspond to expressions and conditions as 

ell as the original features themselves that form the expert rules. 

We preprocess dataset based on the experts knowledge of pat- 

erns in data, especially those that add noise and result in a low- 

uality ML models such as noisy labels, mistakes, repeated trans- 

ctions of the same user relating to the same case, etc. 

.2. Modeling 

During the second stage ( Fig. 4 ), a prepared dataset is passed to 

he Decision Tree, Random Forest and Gradient Boosting classifica- 

ion models from the pyspark.ml library. 7 

Tree-based models are linear classifiers, but using conditions as 

eatures, expressions of which are joined on “OR”, allows to add 

on-linearity to the models. 

We tuned the models hyperparameters based on the k-fold 

ross-validation and customized confusion matrix as stated in 

Höppner et al., 2020). It turned out that having so much data, it is 

ard to overfit the model. Also, the specific usage of model results 

hrough extracting rules rather than predicting class label does not 

llow to judge the classification quality of the rules based on the 

etrics corresponding to the decision tree which the rules come 

rom. Thus, we believe that the computationally expensive and 

ime-consuming grid search cross-validation step can be skipped. 

t is better to overfit and prune the rules in a cost-sensitive way. 

Also, given such an use case, the ensemble models do not guar- 

ntee the better performance as we do not use their predicitions 

irectly. Making ensembles out of rules should be based on sets of 

ules rather than on ensembles. In this work, we did not account 

or such possibility. 
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Fig. 3. Data preparation and preprocessing. 

Fig. 4. Fitting the decision tree model and choosing its best specification. 
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.3. Rules extraction and evaluation 

The final stage is rules selection to incorporate them into a sys- 

em ( Fig. 5 ). It is made in three steps: 1) extracting rules from the

tted decision trees; 2) comparing rules with each other based on 

etrics with a given confusion matrix; 3) incorporating the best 

ules into the anti-fraud system so that they work in line with the 

xpert rules. 
7 
The result of the decision trees fitting is new rules made out of 

he existing quantitative and categorical features, expressions, and 

onditions. 

To extract specific rule branches from the tree, we used the 

raph representation of the tree ( Kami ́nski et al., 2018 ). The rules

onstitute the sets of conditions and expressions that occur on the 

hortest path from the initial vertex to each of the terminal ver- 

ices. 
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Fig. 5. Extracting rules from decision tree and choosing the best of them based on metrics. 

Fig. 6. The rule’s structure. 
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After selecting the rules, we implemented a pruning technique. 

e tested every condition on how ML and business metrics change 

f it is removed from the rule. We chose to iteratively remove con- 

itions one by one as doing it through subsets is a NP-complete 

roblem. 

Every rule is further converted to the CNF. Thus, we obtain the 

ules where conditions are joined on “AND” operator, whereas ex- 

ressions within a condition are joined on “OR” operator ( Fig. 6 ). 

Both the rules predicting class 0 and rules predicting class 1 can 

e used to reduce false positives, though in different ways ( Fig. 7 ).

very rule has an impact on transactions that are suspected by the 

ystem (“genuine” and “fraud_identified” areas in Fig. 7 ), as well as 

n transactions not suspected by the system (“fraud_missed” and 

turnover” areas in Fig. 7 ). The main task is: 

• For rules predicting class 0 – maximum coverage of false pos- 

itives area ( В, or “genuine”) given the minimum coverage of 

fraud identified area (D); 

• For rules predicting class 1 – maximum coverage of fraud 

missed area ( С ) given the minimum coverage of turnover area 
( А). 

8 
In accordance with the different ways in which two types of 

ules influence key business metrics, they are evaluated on the 

ifferent sets of metrics. A rule for fraud detection reduces false 

ositives if it replaces the less efficient existing rules with no 

ncrease in FP ( Table 2 ). A rule for FP detection reduces false

ositives if it works over the existing rules, telling the system 

o allow transaction if the transaction seems to be the FP gen- 

rated by the existing rules, with no increase in fraud missed 

 Table 3 ). 

Due to the specificities in fraud detection that were discussed in 

ection 4.1 , especially a time lag of fraud resolutions appearance, 

his type of metrics is suitable to evaluate rules on the held-out 

istorical data. But if one needs to assess the rules performance 

nline, she is doomed to wait for two weeks till major part of res- 

lutions is here in order to calculate these metrics. We suggest 

 quick way to verify that the rule behaves like it is anticipated 

hen training the model: we extrapolate the results obtained on 

he sample using the special formulas that one should construct 

ased on the sampling strategy chosen. We rely on the anticipated 

umber of rule triggers per minute. In our case, the formula to 
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Fig. 7. The impact of the new rules on the transactions that pass through the antifraud system. 

Table 2 

Confusion matrix for fraud detecting rule. 

Group Predicted class True label Effect if the new rule increases the number or sum of the group 

1 1 1 (fraud detected by existing rules) No effect 

2 1 1 (fraud missed) Positive effect (plus sum of fraud missed) 

3 1 0 (false positives) No effect 

4 1 0 (legitimate flow) Negative effect (minus cost of contacting the client) 

Table 3 

Confusion matrix for FP detecting rule. 

Group Predicted class True label Effect if the new rule increases the number or sum of the group 

1 0 1 (fraud detected by existing rules) Negative effect (minus sum of transaction) 

2 0 1 (fraud missed) No effect 

3 0 0 (false positives) Positive effect (plus cost of contacting the client) 

4 0 0 (legitimate flow) No effect 
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onduct the extrapolations is the following: 

umber of hits per minute = 

( Triggers on legitimate flow ) 

hours 1 

+ 

( Other triggers ) 

hours ∗ days ∗60 min 

, 

here hours is an average number of users’ intensive activity hours 

er day (estimated by the bank experts), and days is the number 

f days in the sample. 

The other metrics that can be used when deciding on which 

odel or rule to choose include: 

• The rule interpretability from the perspective of analytics and 

rule’s correlations with expert rules; 

• The simplicity of a rule measured by the number of its compo- 

nents and features; 

• The universality of a rule measured by the number of cases that 
are regulated by that rule. 

9 
. Results and discussion 

The parameters of the fitted models are presented in Table 4 . 

he Gradient Boosting model was the best of three. 

In Table 5 , we present the average metrics of 800 rules ex- 

racted from the decision trees and the bootstrap percentile con- 

dence intervals. 

The rules to put into the system were chosen based on the met- 

ics introduced in Section 4.3 : 

• A rule to detect fraud: maximize the sum of the fraud, not 

stopped by the system but detected by the new rule, while 

minimizing the number of extra false positives generated by 

the rule; 

• A rule to detect false positives: maximize the number of false 

positives generated by the system and detected by the rule, 

while minimizing the sum of the fraud stopped by the system, 
but misclassified by the rule as a false positive 
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Table 4 

Models metrics. 

model dataset precision recall fpr accuracy f1_measure PR_AUC ROC_AUC 

Decision Tree train 0.7463 0.8387 0.0091 0.9862 0.7898 0.7632 0.9674 

Decision Tree test 0.1581 0.7733 0.8160 0.2815 0.2625 0.2085 0.4753 

Random Forest train 0.7745 0.6156 0.0057 0.9825 0.6860 0.7459 0.9855 

Random Forest test 0.1422 0.5191 0.6205 0.4026 0.2232 0.1607 0.4424 

Gradient Boosting train 0.7732 0.8685 0.0082 0.9880 0.8181 0.8357 0.9919 

Gradient Boosting test 0.1615 0.8064 0.8292 0.2759 0.2691 0.2423 0.5470 

Notes to the table: all the models were taken with max depth 10. Though the situation in terms of difference in metrics 

on train and test seems to be overfitting, it is still the best configuration of parameters. 

Table 5 

Bootstrap confidence intervals for rules. 

Metric Mean Confidence interval 

Precision 49.19% (48.30%, 80.22%) 

Recall 0.60% (0.58%, 0.67%) 

F1_measure 0.88% (0.88%, 0.99%) 
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We experimented with a framework during half of the year. 

ach two weeks, we used to re-fit model using the latest data, 

enerate new rules and put a few of the best to the anti-fraud 

ystem. The average precision of such a rule in online was ap- 

roximately 10% while keeping recall at minimum level that pro- 

ides the tangible business effect. The metrics depreciation in on- 

ine mode is caused by inevitable differences of online compared 

o offline mode of anti-fraud system (e.g., the hierarchy of rules 

nd other interdependencies between them in online). 

It is worth mentioning that the approach requires much cus- 

omization based on the application area, business goals and data 

pecificities, and regular updating since fraud patterns change dy- 

amically. Hence, we continue our experiments inducing rules on a 

egular basis and trying to improve on metrics and model robust- 

ess. Also, we are still working on reduction of the train, test and 

nline metrics differences. 

. Conclusions and future research 

This study confirmed the possibility and efficiency of utilizing 

he AI methods to recombine the conditions which form the expert 

ules used in the fraud monitoring systems. We proposed a Deci- 

ion Tree approach and tested it on payments data derived from a 

arge bank. 

Our main goal was to reduce the number of false positives 

eeping the amount of missed fraud fixed at the current level. For 

his purpose, we suggested generating rules automatically, whether 

) those aimed at class 0 correcting the verdict of the fraud- 

etection system, and hence working over the current rules, or 2) 

hose aimed at catching fraud with efficiency higher than the cur- 

ent rules efficiency and thus correcting (replacing) the original ex- 

ert rules. Currently we got rules with average precision of 10% in 

nline. 

Our approach requires further improvement through customiza- 

ion and sample representativity check. However, as follows from 

he ongoing results, the approach has the potential to improve cus- 

omer journey in banking and e-commerce. Furthermore, the effect 

an be achieved without adding new features or scores obtained by 

lack-box classifiers to the anti-fraud system. Therefore, it guaran- 

ees no loss of interpretability of the verdict on the transaction. All 

n all, we consider it to be the antifraud analyst’s support tool to 

nduce new rules and reveal the most effective features and condi- 

ions for separating fraud. 

We intend to develop our approach in several ways: 
10 
• Instance engineering: a more detailed study on sample repre- 

sentativeness and metrics extrapolation 

• Cost-sensitivity: addressing the problem of unequal costs of 

classification mistakes directly through algorithm modification 

(e.g., adjusting impurity formula or using sample weights based 

on sum of transaction in models) 

• Various ML methods for rule induction: fuzzy logic, non-linear 

non-tree-based algorithms 

• Feature engineering: generating new features, including com- 

plex conditions 

• Unsupervised learning: clustering clients before classifying their 

transactions 

• Further automation of the rules induction process from the 

generation till the performance evaluation. 
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